
'I

II

~j+

ij

J~J"t _

~ ...
~: :

,~~

..~ -

't
.- ~

,'.

I

Vol. 42, IIl"o . 3 DUKE MATHEMATICAL JOURNAL© September 1975

SOME INEQUALITIES FOR THE SPECTRAL RADIUS
'OF NON-NEGATIVE MATRICES AND APPLICATIONS

by

S. FRIEDLAND AND S. , KARLIN

Contents

1. Introduction.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 459
2. Inequalities for the spectral radius for MD where M is doubly stochastic

and D is positive diagonal , . . , , " , . , 464
3. Developments pertaining to Theorem 3.1 and related crit ical point

theory , . , , . , " 467
4. Derivation of the inequality (1.12) and ramifications. . . . . . . . . . . . . . .. 473
5. Extensions, examples and applications , , . 476
6. Some classes of inverse eigenvalue problems . . . . . . . . . . . . . . . . . . . . . . . . 482
7. Inequalities for the spectral radius of some integral operators , 485

References , ' . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 489

1. Introduction. The purpose of this work is to establish useful lower
and upp er estimates for the spect ral radius of certain classes of positive matrices
which apart from their independent int erest are pertinent to the study of a
number of mathematical models of population genetics and also apply to the
solution of some cases of inverse eigenvalue problems.

In the stability analysis of certain equilibria states of physical and biological
systems, it is relevant to determine useful condit ions indicating when·th:t
largest eigenvalue p for a matrix of the type MD (composed from a general
non-negative and positive diagonal matrix ) exceeds or is smaller than 1. In
the physical set ting, M = IIm' ili is commonly an n X n matrix of non-negative
elements corresponding to a Green's function for a vibrating coupledmechanical
system of n mass points, while D is a diagonal matrix with posit ive diagonal
entries ld j , d2 , •• • , dnl such that d, , i = I, 2, .. . , n, relat es to the mass
at position i.

In the genetics context , a population is distributed in n demes (habitats,
{<.f'J , CP2 , •• • , CP,l) subject to local natural selection forces and inter-dome
migration pressures. The changes in the population composition of a t rait
expressed by two possible ty pes (genes) labeled A and a are d'bserved ,over
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wh ere

If the migrati on and select ion forces operate in reverse orde r then t he t rans
form ation equations become

successive genera ti ons. The t ra nsformation of gene frequency account abl e t o
the local select ion forces in deme (P , , is charact eriz ed by a non lin ear relation

D = diag (fI' (O), 1/(0) , . . . ,In'(O )).

Manifest ly, 1/ (0) ;::: 0 since l, is increasing. We will st ipula te hencefor th
st rict inequ ali ty (reflect ing the usual phenomenon for select ion for ces, so that

SPECTRAL RADIUS OF NON-NEGATIVE MAT RICES , ~61 ?

in the pr evious not ation a, = 1.' (0), i = 1, 2, ... , n . Becau se T i: a10notole .
t ra nsformat ion (as each f , (x) is mo notone), t he local instability 01the equilibrium
state 0 is assured il the spectral radius

(1.5) p(MD) = (the spectral radiu s of M D) exceeds 1.

In t he pre sence of (1.5) for an y x close to but distinct from 0 the it erates Tkx
will depart from the neighborhood of O. The same cons ide ra t ions show that
o is locall y stable if p(lIfD ) < 1.

The delineation of natural condit ions sa t isfied by the select ion coefficients
(covered in D) and their coupling t o t he migration rates embodied in M that
imply p(MD) > 1 are of much in terest. In fact where t he spec t ral radius
exceeds 1, then the A -type is "prot ect ed ", i.e., this t yp e is maintain ed in t he
populat ion and can 'never approach extinc t ion .

The gradient matrix at 0 for the model (1.3) is DM . In view of the familiar
property that the eigenvalues of Dilf and M D coincide and are identical t o
the eigenva lues of D' M D', all criteria for "protection" of the A -type is the
same for the models (1.2) and (1.3) . Thus the operational order of the select ion
and migration forces does not influence the occurrence of "A-protection" or

-riA extmctlOn ." (See KarIm [9] for other mathemati cal development s and
exte nsive discussions of these models.)

The classical inverse eigenvalue problems have the following formulati on .
Let L be an ordinary differential operato r on R = real lin e. Find a " pote ntial"
g(x ) such t ha t t he operator Ki = (L u )(x) + g(x )u (x ) cou pled with appropriate
boundary condit ions possesses a presc ribed spectrum. Another version of
t he problem states: D et ermine a " dens ity" p(x) such t hat the operator
K u = [Lu (x)/ p (x)] with asso ciated bo undary conditions involves a pr escribed
spectrum . A volumin ous literature exists on this subjec t , e.g. , a good survey
is contained in Chap. 1 of Hald [5]. Some discrete matrix analogs of t hese
problems take the following form.

. --
(i) Let an n X n matrix M be given . D et ermine a diagonal matrix D with
t he property t hat t he spec t rum of 111 + D coincides wit h a prescrib ed set
A = IAl , A2 , . . . , AnI. This pr oblem is henceforth referred to as the inverse
additive eigenvalue problem (I.A.E.P .). ~

(ii) !f .M :+ n. is replaced by M D then we are confronted with the inverse /
multi pli cative eigenvalue problem (I.M.E.P. ) . __~
Fo r some references and elabora t ions on certain as pects of these problems, see
F riedland [3].

It is known that both inverse matrix pr oblems genera lly do not admit uniqu e
solutio ns and if t he allowable D matrices are required , say, t o be positive defimte
(or real) then cases of no solution arise. In the complex domain (i.e., where
D is permitted to be a di~gonal complex matrix) generally n ! solutions are
available. We will const ruc t in Section 6 a class of specia l spe ct ra A related
to 1If for which pr oblems (i) and (ii) admit a unique real solut ion.
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'" = 1,2, . . . , n.

'" = 1,2, . . . , n .

T' (O) = M D

li(O) = 0,
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L mikMxk),
k -l

x/

x,' = li( t mikXk),
k-l
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e = lim

such that if ~ is the A-frequency in (Pi at the start of a generation t hen afte r
the ac t ion of mating and natural select ion the resulting A -frequency prior
t o migration is e. Generally l i (~) defined for 0 ~ ~ ~ 1 is continuously dif
ferentiabl e and monotone increasing obeying the boundary conditions

(Ll)
l i(l ) = 1

signifying t hat selection opera tes to maintain a pure population composit ion.
(Thus, in this form ulation mutat ion eve nts are ign ored , i.e., new mutant forms
arising in the t ime fra me under conside ra t ion canno t be est ablished. )

The dispersal (= migration ) pattern is described by the matrix M = IIm,;1I
where m, ; is t he proport ion of the population in (P i immigrating from deme
(P ; . Thus, from the interpret a ti on, M is a stochastic matrix. Let Xi denot e
the proporti on of type A in deme i at the start of a generation and x.' the
frequency for t he next genera tion . The global transformation equat ions
connec t ing x ee " (Xl, . .. , Xn ) t o x' = (Xt' , . . . , X,,') over two successive genera
ti ons t akes the form

(1.2)

(1.3)

We abbreviate t he t ra nsformation (1.2) by x' ",; Tx . A tacit ass umption
un~erlying th e models (1.2) and (1.3) is that the deme sizes are large and

• approximately of equal magnitude. (Fo r variations and other facet s of t he
general model concerned with population subdivision and select ion migra tion
in tefaction, we refer t o Karlin [9].)

Owing t o (1.1) we find that th e frequency states 0 = (0, 0, . . . , 0) and
1 = (1, . .. , 1) are invariant points of T corresponding t o fixation of the popula
ti on consisting exclus ively of t he a- type and A-type, respecti vely . The gradi ent
mat rix of T at 0 (that is the local linear ap proximation valid abo ut 0) reduces to
(1.4)



With the motivation well rooted, we next highlight some of the principal
results of this paper.

Let !vI = Ilmiil lln be a non-negative matrix of order n. Denot e by p(M )
the spect ral radius of M. The classical Perron-Frobenius theorem tells us
that p(lIf ) is an eigenvalue of M with the property that there exist non-trivial
non-negati ve vectors U = (UI , .• . , un) and v = (VI' ••• , vn) sa tisfying

(1.6) M u = p(M )u , vM = p(M )v.

Moreover, if M is also irr educible then p(M ) is a positive simple eigenvalue
and the associated eigenvectors u and v display only positive components.

With u and v prescribed positive vectors and normalized to satisfy

we denote by ~(u, v) the set of all non-negative matrices fulfi lling (1.6), with
p(M ) = 1.

..- Obvio usly _:J.~~:::.:I '-=u:.L-:v.J,....;is.......""""''*''-'-=~~~~~~
In the special case u = v = e = (1/ n), (1, 1, . .. , 1), (We shall employ

later the same notation e = (1, 1, ... , 1) without the scalar factor 1/ .yn.
There should arise no confusion of the meaning of e from the context at hand.)
then ~(e, e) comprises precisely the set of all doublu stochastic matrices. It is
a familiar fact (commonly referred to as the Birkhoff Theorem) that the permuta
tion matrices are the extreme points of ~(e, e).

- The them:;;;~ now stated and proved insection 3 is fundamental to a number
of the applications
~

T HE ORE M 3.1. L et M be an n X n irreducible non-negative matrix in ~(u, v) .
Th en for any posit ive definite diagonal matrix D = diag (d, , . . , , dn ) , we have

THEOREM 4.1.
~ (i) L et M E ~(u , v) be of the form ill = E 1KE2 where E 1 and E 2 are dia gonal
,~ positive definite matrices and §.. is positive semi-definite. L et D be as in

Th eorem 3.1. T hen

Moreover, for any x > 0 and ill irr educible, we have
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«I for some a > O. Equality

n

p(D M ) ~ L: U ,V, a;
1 - 1

n z , 1
'" -' < ~ U iVi (Mx), - p(M )

SP ECTRAL RADIUS OF NON -NEGATIVE M ATRICES

E 2 = di ag (VI' V2 , • •• ,vn ) , and K = IITe 'il1.(1.14)

If 111 E ~(u , v) i s the sp ecifi c rank one matrix, M = u'v = l\u ,v i\1 then equality

occurs in (1.12).

Note for this lat t er example that

M = E IKE2 wher e E I = di ag (u. , U2 , • . • ,Un),

(1.13)

(1.12)

If M is positive the inequality is sharp unless D
holds in (1.10) for the permutation matrix

(1.11) p = Ilmijl\, mi,' +1 = 1, i = 1,2, . . . , n - 1; mn.1 = 1.

The proof of Theorem 2.1 set forth in Secti on 2 is elementary but the facts

(1.8) and (1.9) ar e markedly deeper .
The inequality (1.8) can be improved . by restricting further the class of

matrices.

THEOREM 2.1. Let III E ~(e, e) and D a positive defi nite diagonal matrix.

T hen

(1.10) p(D M ) ~ (11 d,y ln .

';1._

...;

"J

;- 1

n

L: UiVi = 1

S. FRIEDLAND AND S . ~ARLIN

i -1

n

p(D M ) = p(M D) ~ II a, u,v, •(1 .8)

(1.7)
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n n

'" d > II d u iv,k-J U iVi i _ i
; -1 i - 1

Teij == 1 for all i , j .

The_axith!!!~.tjc-ze-<LI.D~t.!'t~ean in egualityjmplies

« 1.7) is needed here) which sho ws that (1.12) is usually a genuine sharpening

of (1.8) .
Another class of matrices to which (1.12) applies is describ ed in Theorem 4.2

of Sect ion 4. There is evidence for the conjecture that where J.1[ E ~(u, v)
is suitably totally positive, then (1.12) is also corr ect . On the other hand
the inequ ality (1.12) cannot alway s apply for matrices of class :In (u , v) as

revealed by the example (1.11) .

~

the class of doubly

IT [(U.X)i]U;V' ~ 1.
,-1 Xi

(1.9)

Equality holds in (1.9) 1} x = a U for any a > O. Where 111 is stn'ctly positive
then the equality in (1.9) entails x = «u for some a > O.

A much simpler case of Theorem 3.1 concerns ';)IT (e, e)
stochastic matrices. IV; ve

If p(M ) is not normalized (equal to 1) then (1.8) is replaced by

(1.8') p(D M ) ~ (tl d,uiV' ) p(M) .

A basic inequality underly1'ng (1.8) is that for any posit ive vector x > 0 and
M E ~(u, v), we have

7' tv ,



With (1.15) established, we readil y produce a unique real matrix Co engendering

Now we state our main result on the inverse additive eigenvalue problem
(I. A.E.P.).

2. Inequalities for the spectral radius for M D where M is doubly stochastic
and D is positive diagonal.

We adhere to the notation of Section 1.

Equality occurs in (1.17) only for the prescri ption A*(a) = {Al* + a, A2* +
a, . . . ,A n * + a} for any real a. Where A == A*(a) then the I .A .E.P. is uniquely
solvable.
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n

L: log X i
i - I

~ [(A~~) 'J ~ n
. >0
mm

SPECTRAL RADIU S OF NON - NEGATIVE MATRICES

(i)

Proof·
(i) Since the log fun ction is st rictly concav e and M is doubly stochast ic we find

(2.3) ~ log (t m' ixi) ~ t t mij log X i

~ (log xJ(~ m;i)

(2.2)

(

n 1II (Mx),
min '- In ~ 1 (the infimum extended over

x > 0 II x, all positive vectors x).
i- I

Equality is always achieved independent of x > 0 provided M is a permutation
matrix or for all M E m(e, e) if x = «e, (a > 0) . I f M is positive, that is,
all entries of 1.11 are positive, then the equality in (2.1) persists only if x = ae.

(ii)

an d the result ing inequ ality is clearly synonomous with (2.1). The circum

stances of equality can readil y be discern ed.
(ii) This is an immediate consequence of the arit hm et ic-geometric mean
inequality imposed on t he fac t of (2.1) plus verification of the cases of

equalit y. Indeed, we have

(2.4) ! :t (M,x), ~ (n (I1~X) i ) l /n ~ 1
n i - I Xi i -I X i

and equality prevails throughout for x = ae, a positive. Equality in (2.2)
im plies (ill x). = z, , i = 1, . , . ,n. As AI is irr edu cible, the Perro n-Frobenius

theorem t ells us tha t x = cee ,

with equality attained for x = ae or M = the identity matrix. If M is irreducible
non negative then equality holds only if x = ae, a > O.

Remark 2.1. The fun ction et> (b , ~2 , • • , , ~n) = II ,_ln t , (~, > 0) is Schur
concave and accordingly (2.1) ensur es by an elementary applicat ion of the
t heory of "majorization, " (H ardy- Littlewood-Polya [6], Chaps. 1 and 2) .
T o maint ain t his writing self contained, we provide a direct proof.

(2. 1)

Throughout this section we focus on the collection of matrices ~rL(e, e),
e = (1, 1, .. . , 1), (see after (1.7» , consist ing of all doubly stochast ic matrices.
Recall tha t m(e, e) is a convex set spa nned by the ext reme points, the lat ter

identi fied as all permutation matrices.
The next lemma is relevan t to a number of contexts.

LEMM A 2.1. Let M be doubly stochastic. Then

:~I, :'.
:' ;,

"

;1'
',I.,
.~

t
'.'

~
,~;
,l\
:;1
.~;

.~
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n 1 n

(n - I )AI ~ L: c.a. , - + L: A,
1 , i - t c; i- 2

i",j

(CAC- I + Co) e = e(CAC - 1 + Co) = e.(1.16)

(1.17)
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A version of Theorem 6.1 for the I. lVI.E. P . is the content of Theorem 6.2
and its corollary .

The final Section 7 is devoted t o establishing a number of extensions of the
previous matrix resul ts to certain integral operator analogs. A convolution
example is studied in detail.

THEOREM 6.1. Let A benon-negativeand irreducible. Let C = diagf c, , . . . ,en)
and Co be determined conforming to (1.15) and (1.16) , respectively. Denote by
A* = {AI*' A2*' . . . , An*} the spectrum of A + Co. Let A = {AI' . . . , An}
be given and sup pose the I .A .E.P. is solvable with respect to A, i .e., there exists
at least one real diagonal D such that A + D has spectrum A. Then A satisfies

Sect ion 5 is devoted t o some extensions of (1.8) and (1.12). If M is appro
priately t ot ally posit ive, then by pass ing to the higher order compo unds of M
we ext rac t estima tes for t he product of t he largest k eigenva lues of AiD, t hat is
for the quan tity II;_lk A; (MD ) where AI(MD ) > A2(MD ) > . . . > An(MD)
are the eigenvalues.

A variety of criteria emanating from (1.8) and (1.12) discerning inst ability
of the fixed point 0 of the t ra nsformat ion (1.2) are discussed in Secti on 5.
Finally, the evaluation of p(MD) for some special important examples are
set forth.

In Section 6 we apply the results of the earlier sect ions especially Theorems
3.1 and 4.1 to the study of certain matrix inverse eigenvalue problems. We
describ e here one of our main findings. Prior to doing this we prepare some
ba ckground.

Let A be non-negative and irr edu cible. It can be shown that there exists
a unique (up t o a constant factor) positive definite diagonal matrix C such that

(1.15) CA C-Ie = eCA C-\ e = (1, ... ,1) (Lemma 6.1).

~
~

~
~

.:~

,
.\
).
.\

1

1
j
\
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LEMMA 2.2. Let A be a non-negative matrix satisfying

(2.5) Ae = eA (i.e., the respective row and column sums agree).

Then

(2.10) [p(MDW IT e. - I = IT (MX) i ~ 1
i -I i- I Xi

where the final inequality results on the basis of (2.1) and thereby (2.8) is
proved for M positive. By continuity, we infer that (2.8) is correct for all
M in ~(e, e).

For the special permutation matrix P = IIpi ill with P• .I = 1, Pi .i+1 = 1,
i = 1, '" , n - 'I , a direct calculation yields p(PD) = (11.-1· di)l /. attesting
to the fact that (2.8) cannot be sharpened without further restricting ~(e, e).

The proof of Theorem 2.1 is complete.

Equality is achieved for x = «e. Where A is irreducible nonnegative then equality
holds only for x = ae.

Prooj, The condition (2.5) entails the existence of a positive diagonal
matrix E = diagje, , ee , ..• , e.) such that A + E = -yM where -y > 0 and
M E ~(e, e) is doubly stochast ic. Then for x > 0

(2.7) t (Ax), = -y t (MX)i - t e•.
i - I X. i-I Xi i-I

Since the minimum on the right is always achieved for x = ae independent
of M E ~(e, e), the conclusion (2.6) is valid.

An easy consequence of Lemma 2.1 is the result (1.10), now restated.

THEOREM 2.1. Let M E ~(e, e) and D be a positive definite diagonal matrix,
D = diag(d, , dz , ' " ,d

A
) . Then

(2.8) p(DM) = p(MD) ~ (n doY
l

•

(recall p(A) denotes the spectral radius of A). If M is positive then the inequality
is sharp unless D = «I for a > O. Equality holds for the permutation matrix
(1.11).

Proof . Since the spectrum of DM and MD each coincides with the spectrum
of DtMDt, we have in particular p(DM) = p(MD).

Assume first that M is positive (all entries are positive). The Perron-Frobenius
theorem guarantees the existence of some x > 0 satisfying

, I

(2.9) p(DM)x = DMx. 1

Multiplying components produces

leading to (2.11) is proved in Sinkhorn [17].

vA = p(A)v

",II B, ~EI ,
i-I

"L UiVi = 1 .
i - I

Au = p(A)u,

"
IIci~Ez,
i-I

E1AEz = M is doubly stochastic.

(3.1)

(3. 2)

(2.11)

and suppose u and v normalized to satisfy

3. Developments pertaining to Theorem 3.1 and related critical point theory.
The inequality embodied in (1.8) is more far reaching and deeper than the

version in th e doubly stochastic case covered in Theorem 2.1. The elementary
tec hnique of Lemma 2.1 does not carryover.

Let A be positive (it suffices to have A non-n egative and irreducible) and
suppose

p(DA) ~ [n :~~J I I •.

C OROLLARY 2.1. Let A be positive (or non-negative and fully in decom posable)
and let E 1 , E; be determined as in (2.11).

Th en

Actually, a practi cal algorithm is available for constructing E 1 and E, where
A is positive. In fact , normalize alternat ely the rows and columns to sum
to 1. More specifically, det ermine a diagonal positive ma trix C. to sat isfy
eA"C. = e and subsequent ly a diag onal positive B. , B.A.e = e where A.
A"C. , A " = B. _1A,,_1 , n = 1, 2, . . . , (AI = A). The conv ergence of

The main object ive of this section is to prove

If A is positive and symmetric then a known procedure for calculating E
converting EAE = doubly stochastic, is by solving the following variational
pr oblem.

Determ ine a positive vector e = (EI , Ez , . . . , E.) which minimizes g(t) = (e, At)
subject to the constraint II i-t E i = 1.

A modified version of the inequality (2.8) can be extended to the class of
all positive matrices as follows. It is known (e.g., see Sinkhorn [17]) that if
A is positive (or non-negative and fully ind ecomp osabl e, concerning the latter
concept see Brualdi , Parter and Schneider [2]) and Sinkhorn and Knopp [18])
then there exists unique (up to scalar multiples) positive diag onal matrices
E I = diag (e, , .. . , E.) and E z = diag(e, , . . . , e.) such that

. ~ (AX) i ~
mm L..J--- = L..J aii '
z>O i-I Xi _.j-l

(2.6)
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A xO ~ o.

for i r= j and a ll yE S,

whenever yE S tends to the boundary as. If

ft afL y. -;- (y) = O.
i- I V Y i

(3.10)

(3.6)

Suppose further that fey) --. + OJ

a2f
(3.9) aYi ay; (y) < 0

then fey) on S admits a unique critical point located at the absolute minimum of f.

Prooi. Since f is homogeneous of degree 0, it satisfies the Euler equation

~ = Iy ly E R+', ~Y i = 11 ·

Such matrices occur widely in applications to economet ric theory and in cert ain
contexts of physical systems, e.g., see Karlin [10, chap . 8].

We review for easy reference some of the main char acterizations and properties
of M-mat rices. A (strict) Mnnaa-i» can be represented in the form

(3 .7) A = r l - B where B is (st rictly posit ive) nonnegative and r ~ pCB).

App ealin g to t he Frobenius theory of posit ive matrices we find that if B is
irredu cible nonnegative t hen A possesses a simpl e posit ive eigenva lue Al and
all ot her eigenva lues satisfy

(3.8) ffie Ai( A) > Al , i = 2, 3, .. . , n .

If A is a symmet ric strict 1I1-matrix then (3.6) in conj unct ion with (3.8)
imply tha t A is positive semi definite wit h the eigenvalue AI having simp le
multiplicity.

We are now prepared for the next lemm a which highlights a class of fun ct ions
f fulfilling the conditions of Lemma 3.1.

I,EMMA 3rk. Let A be an open connected homogeneous domain in R +' (i.e.,
A C o:A for any 0: > 0). A ssume that f is a homogeneous function of degree 0
defined on A of continuity class C(2) (A). Consider fey) restricted to the bounded
region S = A n ~ where

A is connected and open) we infer the existence of z in A, located on the boundar y
of A(y) and the previous analysis shows that limHo> z(t) = z for some crit ical
point z r= y. But A(z) is an open domain for the same reason that A(y) is
open, and a contradiction emerges as z lies on aA(Y). T o av oid this contradic
t ion, we necessar ily have A(y) = A and a unique critical point exists. The
proof of Lemm a 3.1 is complete.

We now recall the following concept .

DEFINITION 3.1. A matrix A = lIai;lllmis said to be a (strict) J1..matrix
(after Minkowski who int roduced the pertinent class ification) i f a., =:; 0 « 0)
for all i r= j and there exists a positive vector XO > 0 satisfy1:ng

i = 1, 2, ... , n

s" EA.

(3.4)

Proof. The stipulat ions of the lemma assure the existence of an absolute
minimum y* E A which, of course, is a crit ical point of f. We need to establish
that y* is the only crit ical point . Consider the differential equat ion system

dYi(t) af
--;[t = - aYi (YI(t), ' " , y.(t» ,

with the initial condit ions

(3.5) Yi(O) = YiO,

Direct evaluation produces

ft ( AX)i)(3 .3) f(x) = f(x l , ••• ,x.) = L UiVi log - .- ~ 0 for x > O.
t-l X.

The an alysis is done through a series of lemm a.').

LEMMA 3.1. Let A be an open bounded connected domain contained in R'
(EuClidean n-space) and suppose fey) defined for yEA is real valued of continuity
classC"(A). Assume that lim k _ ., f (Yk) = + OJ wheneverYk tends to aA, the boundary
of A. .Assume furthermore that for every critical point s" of f in A, the Hessian
matrix IIfi ;(yO)IJ, (f i;(YO) = [a2f/a yiay;](yO» is strictly positive definite. Then
thereexists a uniquecritical point y* in A and f achieves overA an absolute minimum

. at r:

Remark 3.1. The content of this lemma is undoubtedly known an d would
follow directly from the Morse crit ical point inequalities (the second of the
series suffices for our purposes) except for the complication that A is open.
Since f is infinite on aA the behavi or near the boundary should be and indeed
is irrel evant.

df(y(t» = _ i: [.2i (y(t»J2
dt .-1 aYi

and from this equa tion we infer tha t f(y(t» strictly decreases as t increases,
t > 0, unl ess yO is a crit ical point . We claim that y et) converges as t --. OJ

to a critical point. Let y be a limit point of y et) (i.e., y = lim .i.; y (t.» which
necessarily exists in A since f is unbounded on aA. Certainly, f(y (t» decreases
to fey) since f(y(t i » converges to fey) and f (y(t» is decreasing. The presumption
L i• ." [(af/a Yi)(YW = 0: > 0 implies the inequ ality (df/ dt)(y(t.» =:; _ 0:/ 2
for all i large enough which compels therefore fey) = _ en , an absurdity. To
avert this absurdity we mu st have tha t y (a conclusion applying to all such
limit poin ts ) is a critical point. The hypothesis that 11t;;(Y) 1I is positive definite
entails that y is locally stable with respect to the flow (3.4). It follows tha t
limt-., y(t) = y as previously claimed.

Consider now the domain of attraction A(y) to y consisting of all y ful filling
the cond itions yeO) = y and limt-., yet) = y. Since y is locally stable it is
clear that A(t) is open. SUppose A(t) is properly contained in A, then (because
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Equality holds for x = ou .

Proof. The gen eralized arithmetic-geometric mean inequality implies

n (Mx) ; n [(MX) ;]u;w,
"" uv ·-- > II --£....J l' _
i- I Xi i - I Xi

where u = (u1, . . . , Un) and v = (VI' .. . , vn) satisfy (1.6) and (1.7) . Applying
(1.9) in (3.14) entails (1.8). The proof of Theorem 3.1 is complete if M > O.
For M ~ 0, apply the conclusion to M(E) = (1 - E)M + E IluiVilll\ and then
let E - O.

Remark 3.2. It can be proved that if merely M is non-negative, a-periodic
and irreducible then equality holds in (1.9) iff x = aU and equality in (1.8)
iff D = aI.

and the right side is not smaller than 1 by (1.9).
To illustrate further the usefulness of Lemma 3.1 we present the following

extention of a theorem of Sinkhorn [17] on constructing doubly stochastic
matrices related to prescribed non-negat.ive matrices.

THEOREM 3.2. Let M = Ilmull be irreducible non-negative and m" > 0
for all i . Let u and v be positive vectors. Then there exist unique (up to scalar
multiples) positive diagonal matrices

E I = diag (EI , .. . , En) and E 2 = diag lei, ... , en}

such that E IME2 belongs to ~m:(u, v).

Proof. Let f(x, M) be the function defin ed by (3.12) (A = M). The condi
tion mil ~ a > 0 entails (Mx) j Xi ~ a for any x > 0 and if x tends to the
boundary of A = [x : [x] = 1, x> 01 manifestly, f(x, M) - ce , By Lemma 3.1,
let Hill) = (~I(M), . . . ,~n(ill» denote the unique critical point (up to a scalar
multiple) of f(x, M).

Let D = diag Id, , ... , dnl be a positive definit.e diagonal matrix. It is
elementary to deduce the relations

(3.16) HDM) = Hi1!) and HMD- I
) = D~(ill).

Indeed, (3.16) is clear on the basis of the identities

Differentiating (3.10) in Yi prduces L;aln y; a2f/ayJJYi(Y) + (af/aYi)(Y) = 0
j = 1, 2, ... , n and at a critical point yO these relations reduce to

(3.11) yOF = 0 where F = F(y°) = Ilay~2~Yi (Y°)II.
The assumption (3.9) in conjunction with (3.11) establish that F is a strict
M-matrix (Definition 3.1). By virtue of (3.8) we know that the eigenvalues
of F(yo) can be arranged in the order .

o = x, < A2 ~ '" ~ An

where the unique eigenvector (apart from scalar multiples) for Al = 0 is s".
We infer accordingly that the second variation (the Hessian) of f at s" with
respect to variations in S is positive definite. Thus, f confined to S satisfies
the requirements of Lemma 3.1. Applying the conclusion of that lemma,
the desired result is achieved.

Proof of (3.3). The function

(3.12) f(x) = t u;v. log (~~)i)

defined on

(3.13) 2; = [x = (XI, . . . , xn ) > 0, Ixl = 2;x. = I}

is plainly homogeneous of degree O. Also f(x) tends to (X) if at least one com
ponent of x E 2; goes to zero. Clearly f E C ( 2

) ( 2;).

A direct calculation produces

a2
f ~ u;v;a.ia;k f . ~ 1

--- = - £.oJ 2 or J r- ,e
ax; aXk '-1 (Ax).

which is certainly negative since A is a positive matrix.
Straightforward computation relying on the relations (3.1) verifies that the

vector u/lul is a critical point of f. On the basis of Lemma 3.2 we know that
x = au provides the unique absolute minimum of (3.12) and this value is
manifestly O.

Proof of Theorem 3 L The inequality (1.9) is obviously equivalent to (3.3).
The statements discerning the possibilities of equality in (3.3) are decided on
the basis of the uniqueness results affirmed in Lemma 3.2.

We turn to the proof of (1.8). Invoking the Perron-Frobenius theory, we
obtain

COROLLARY 3.1.

(3.15)

Let M, u, v satisfy the conditions of Theorem 3.1, then

~ . . (Mx) , > 1c: u,V, _ .
i =-I Xi

Therefore
n

p(DM) IT d. -U;W;

i-I

(3.14)

n

p(DM)x. = d. L m.ix.,
~-1

~ = 1, 2, .. . ,n for some x > O.

= IT [(Mx);-:lJ
'-I z, I I

n

f(x , DM) = f(x, M) + L U;V . log d.
i -I

and
n

f(Dx, M D- I
) = f(x, M) - L U;V. log d• .

i-I
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Now, determine E z by the prescrip tions

It follows from (3.16) that

(3.19) HEIME~) = u

Also, t he relations

, en» and E I = diag (EI , . .. , En) to satisfy

E IMEzu = u

(3.17)

(E z = diag (e l ,

(3.18)

e, = t(M)
Ui

~ = 1, 2, .. . ,n

in case u = v = e Theorem 3.2 goes back to Brualdi , Parter and Schneider
and Sinkhorn & Knopp [18]. Finally, in view of this lemma it follows that
the results of Theorem 3.2 remain valid if we assume that M is a fully inde
composable matrix.

4. Derivation of the inequality (1.12) and ramifications.
We begin with some preliminaries

LEIIUfA 4.1. Let M = EIKEz where E I and Ez are diagonal positive definite
matrices and K is positive definite. Furthermore, assume M is irreducible and
nonnegative. Let u and v be positive vectors satisfying

such that

Then there exists a diagonal positive definite matrix

D(lI) ) = diag (dl(lI)), . . • , d,,(lI)))

(3.21) p(DA ) ~ t1 Ci~~) w,

for any diagonal positive definite matrix D. The equality sign holds if D = OID (lI) )
for some 01 > O.

Proof. Take D = EIEz , where E I and Ez are defined in Theorem 3.2 and
u = e and v = lI).

Remark 3.3. According to Brualdi, Parter and Schneider [2, Lemma 2.3]
the conditions of Theorem 3.2 imply that M is fully indecomposable. Thus

since u is the appropriate crit ical point, reduce to

vEIME z = v.

Suppose now that ElM E2 E ~(u, v), By virtue of (3.16) we have

u = OI E z-
1HM ) for some 01 > O.

Comparing to (3.17) we see that

Ez = OI -
IE z and then EI = OlE,

is clear. The proof of the Theorem is complete .
The natural generalizations of Corollary 3.1 ensues.

COROLLARY 3.2. Let M be an n X n matrix as in Theorem 3.2. Let lI)

(WI, ' " , w,,) be a positive vector normalized by the condition

1)

1.

v M = vp(M )

(for simplicity of writing take p(M )

n n

1: U iVi = 1 and 1:u/
i - I i - I

E, -iEziyO
= OIV for some 01 > O.

Mu = p(M )u

(4.4)

(4.1)

Define the positive vector yOby the equation

(4.3) EliEz-iyO= u.

Then

and normalized to satisfy

(4.2)

Proof. We evalua te (EI -iEz+iyo)M - I heavily exploit ing the fact that E ,
and E z are positive diagonal matrices. We obtain

(E I-iE z+iyO)M~ ' = yOEI-iE z+!(EZ-IK -IEI- I) = yOEI+iEz-i(EI- 'K- IEz-I)EzEI- 1

= U(El -IK-IEz-I )EzEI- 1= U (M l) -~zEl -l = uEzEl-
l

= yOEI!Ez-iE zEl -l ~ E I- iEziyo.

Comparing the outside equations we see that z = E, - iE}yO is a left eigen
vector of u:' wit h eigenvalue 1, i.e., zM - I = z. We infer by the Perron
F roben ius theorem since p(M) = 1 is a simple eigenvalue that

(4.5) , z = E I- IEziyO= OIV for some posit ive.«.

The proof of the lemma is complete.

Proof of (1.12), consult section 1. Assume first that K is posit ive definite
and positive. Because K is positive definite and E I , E z and D are diagonal,
t he eigenvalues of DM = DE lKE z coincide with EzDEIK and Ki (ElEz) i .
D(E IEz)iKi. In part icular

p(DM) = p(Kl (E IEz)lD(E IE 2 )lKi).

~ = 1,2, . . . ,n

i - I

n

1: W i = 1.

a
a Xi f(x , EIMEz)lu = 0,

(3.20)
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for some x > O. Therefore

~ Xi ~
(4.8) p(DM) f:-t UiVi (Mx); = f:-t dru»,

The inequality Ei.I' diUiVi s p(DM) established as (1.12) together with (4.8)
(since p(DM) > 0 as M is irreducible and nonnegative) obviously imply

where yO is determined as in (4.3). Substituting for yO and relying on the fact
of (4.4) the final denominator in (4.6) reduces to «(u, v) = a Ei.I' UiVi while
the numerator becomes a(Du, v) = a Ei-I' d.u,», .

The case that K is non-negative and positive semi-definite is handled by
standard perturbation procedures. Apply the result to K, = (1 - 2E)K +
EI + EEI-I[UiVj]I'E2-1 and let E - 0+. The proof of (1.12) is complete.

Clearly

r > p(B)

~ pCB)

vB = p(B)v.

i -I

"
p(M D) ~ E u;vidi

Bu = p(B)u,

so that 1 = p(lI1) = r - p(B).

(4.13b)

Proof. We have available the representation

(4.13a) M- I = 1'1 - B where B ~ 0

(4.12)

for any positive diagonal matrix D,

Obviously for any x > 0 and y = Mx,

" Xi " (M-Iy);" "(BY)iE U;Vi (M) = E U;Vi = l' E U;Vi - E UiVi --i-I X i i-I Yi i-I i-I Yi

= r - t UiVi (BY)i.
i-I Yi

and

The result of Theorem 3.1 applies to give

" (BY)i [" (BY)i]U'.'Euv--> II-
i _Ill Yi - . i-I Yi

(Pertaining to (4.13a), see the discussion following Definition 3.1).
M-Iu = [1' - p(B)]u

(4.14)

i = 1,2, ... ,n

Application of the Perron Frobenius theorem gives

p(DM)Xi = di(Mx).

(4.6)

On the basis of a familiar characterization of the largest eigenvalue of a
symmetric matrix and taking account of the fact that all component matrices
involved are nonnegative, we find that

M) (Kt(E.E2)tD(EIE2)tKtx , x) (Dy, y)
p(D = sup () = sup (K-I(E E )-1 (E· E )-t )

x >o x, X )'>0 I 2 y, I 2 Y

> (Dy0, yO)
- (K-I(EIE2ftyO, (E IE2f tyO

)

Proof of (1.13).

(4.7)

THEOREM 4.2. Let M E ~(u, v) . A.ssume furthermore that M- I exists
as an M-matrix (see Definition 3.1). Then

The inequality (4.9) is validated in this analysis only for x, an eigenvalue
of MD for p(MD). Now given an arbitrary y > 0, we determine the vector
d = (d l , •• • , d,,) by the relation d, = yj(MY)i and obviously thisy > 0
qualifies as the eigenvector for p(DM) = 1. Thus, (4.9) holds for all x > o.

Where p(M) ¢ 1 then (4.9) should read as,

(4 ) ~ Xi 1
.10 sup L. UiVi (M ). ~ (M) .

x>o ,- I X , p

With (1.12) and (1.13) in hand, the proof of Theorem 4.1 is complete.

The next theorem describes another class of matrices for which (1.12) and
(1.13) hold.

(4.9) " ---..!L < 1.E UiVi (MX)i -
i-I

and therefore (4.11) holds.
Backtracking over the analysis of Theorem 4.1 we can check that the in

equality (4.11) entails (4.12). The proof is complete.

Remark 4.1. If there exists a positive number {3 > 0 such that -M- I + {3I
is irreducible nonnegative then the equation sign holds in (4.12) iff D = «I
for some a > O. This statement is readily confirmed by a careful scrutiny
of the details of the analysis.

Remark 4.2. Consider a matrix M of the form M = E)KE2where the com
ponent matrices have the properties enunciated in Theorem 4.1 and assume
M is positive. Let D I and D2 be diagonal positive matrices such that D IMD2
is doubly stochastic. We adopt the notation D I = diag (d, (I), •• • , d; (I),

D 2 = diag (d l (2', .. . , d. (2'). Obviously

D IMD 2 = E IKE2 , E i = D;Ei . i = 1,2

The inequality (1.12) in terms of this reduction becomes

(4.11) sup t UiVi (M
Xi

) S 1 and
z>o .-1 Xi

(4..15)
H .

1" dip(DM) ~ - E .J (I) .J (2)'
n i- I



(5.2) Au Ii) = A;U(;) v (OA = A;y(i)

The multiplying factors for the eigenvectors can be chosen ill a manner
that the wedge product vectors

(5.3) u'" 1\ U(2) 1\ . .. 1\ U(k) > 0, VII) 1\ V( 2
) 1\ . . . 1\ V(k) > 0

(are positive) k = 1, 2, . .. , n.

Recall that if x lO = (x. 10, ... , z, (0) then x '! ' 1\ X ( 2 ) 1\ . . . 1\ X ( k ) can
be concre tel y expressed as t he vector whose 0: = (it , j2 , . .. , ik) coordina te
is det (1Ix;.l i)lli_Ik . •_Ik). This arra ngement of the coordinates is consistent
with t he lexicographic ordering used in representati ng A I kl •

The vectors listed in (5.3) are right and left eigenvectors, resp ecti vely for
the spectra l radius of t he correspond ing compound matrix A1kl so that,

5. Extensions, examples and applications.
1. Bounds for lower order eignvalues; compound matrices
Let A be an oscillatory matrix meaning that every compound of A, AI"I

(p = 1, 2, . .. , n) is nonnegative and that A ["I m is strictly posi t ive for some
in teger m, m can depend on p. Recall t hat t he elements of A 1,,1 consist of all
pth order minors where t he indices can be identified with all p t uples of integers
and these arra nged in lexicographic order. (Thus if A = Il a . ;III" then t he
elements of A [ " I in row 0: = (i t , i2 , . .. , i,,) column ~ = (il , . .. j,,) (1 5 i , <
i 2 < . .. <i,, :::;n; l :::;jJ <i, « .. . <j"5 ,n)is A , ,, , (0:,~)= det ( ll a .JJ ;" IIJJ,~ =l)"·

In particular, of A is oscillatory t hen A [,,1 is a nonnegative and ir reducible

matrix of size (;) X (;). Oscilla tory matrices have remarkabl e properties

and we record a nu mber of t hem for ready reference. (Furt her discussion and
validations can be found in Ga ntmacher and Krein [41. see also K arlin [11],
for extensions and applications).

(i) All the eigenvalues of A are posit ive and distinct . Arranging them in
decreasing order gives

(5.1) A.(A ) > A2(A ) > ... > An(A ) > 0

Thus

1e =1, 2 ,'"

Al kl(U (l) 1\ . . . 1\ Ulk
» = (fr A;) (U ll) 1\ . .. 1\ Ulk» .

• - I

We will fur ther scale the eigenvectors in (5.2) to sa t isfy

G)
(5.5) L (u '! ' 1\ u (2) 1\ .. . 1\ U(k» Q(y(l) 1\ y(2) 1\ . . . 1\ v'") , = 1

", - I
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peA ) = sup ~ wher e r
. EI'

(5.8)

(.5 .7)

(ii) If A = E.KE2 where E, and E2 are positive diagonal and K is oscillatory
and symmetric, then

fr (A;(DA ») 2:: (V O ) 1\ . . . 1\ y ( k ) , Dl kl(U(l) 1\ . .. 1\ U(k») .
i_ I A.(A)

(5.6)

for some x 2:: 0 , x rf; OJ .

(The notation z 2:: w sign ifies that z - w is a nonnegative vector.)

(5.9) If t here exists y > 0 (strictl y positive) sat isfying Ay :::; 'YY, 'Y > 0 then

peA ) 5 'Y.

The characteriza tion (5.8) d ue initially to Wielandt can be cast in the form
of a minimax expression . Proofs of (5.8) and (5.9) can be found in innumerabl e
sources, e.g. , see the appendix of Karlin (10).

THEOREM 5.2. (i) . Let M be nonnegative and irreducible and D a positive
definite diagonalmatrir, D = diag(d, , . . . , d..), then

Ie = 1, 2, .. . ,n.

On t he right above appears the inner product of the vectors

y (l) 1\ ... 1\ y (k) and D 1kl(U(l) 1\ . .. 1\ U (k» .

II. Up per bounds for the spectral radius p(DM) .
The following classical characterizations of the spectra l radius for nonnegative

ma trices will serve us in Theorem 5.2 below and in the discussion of a number
of examples.

Let A be a nonnegative matrix. Then

Let x 0 y denote the Schur product of the vectors x and y, i.e., x 0 y = (X IYI , X2Y2 ,

. ., , X"Yn)'
Let D be, as usual, a diagonal matrix with positive diagonal entries. If

A is oscillat ory then A D is manifestly also oscilla to ry. Recall the elementary
fact tha t (A D) lkl = A lklD lkl and D 1kl is obviously again a positive diagonal

matrix of order (~). The resul ts of Theorem 3.1 and 4.1 carrv over, mutati s

mutandis, to the compounds of A .

THE ORE M 5.1. (1) Let A be an oscillatory matrix. Assume the eigenvectors
are normalized to satisfy the conditions (5.3) and (5.5) . Let D be a positive diagonal
matrix . (For w = (w, , ... , /(In), IV; > 0, we in troduce the notation IDI'" =

rr "1 Wi) TI; ~ . ~ . ; . ten

n ( A.(D A») > ID I ( u C'l /l · ·· /l u Cl» OI ,C ' ) /I" ' /I .C k»

;-1 A;(A ) - Ikl

, n .

k

P(A 1k l ) = n A;.
; -1

S . FRIEDLAN D AND S . K ARLIN

(5.4)

and
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DMu ::; up(M) max d.
IS i S"

(ii) If 1If is totally positive of order 2 then p(JfD ) ::; E..l
n m.

i
d• .

Prooi, (i). Since J I is irredu cible there exists u > 0 sat isfying Mu = p(M )u .
Therefore

Obviously, for A > 0 and each d > 0, [d] = 1 t here exists x > 0 sat isfying
DAx = p(DA)x or equivalently [dJ p(DA)] = xJ (A x). and therefore [1/ p(DA)]
= E .. l

n

xJ(Ax ). . Since d is arbit ra ry subject to the const raints d ~ 0, [d] = 1
and x is determined up to a scalar multiple we deduce t hat

This finding is implicit in Karlin [12, Eq. (10.8)]. For completeness we review
the setting from which (5.11) emanates. Let A be nonnegative irreducible and
let D be a diagonal matrix where the vector d of t he diagonal componen ts
satisfies d. ~ 0, '1;d i = [d] = 1. We wish to eva luate maXd ~O,l d l _1 p(DA )
where D = diag d. Where A is of class 0 8 2 we obtain

n

"" u.o.d, > 1£....J 1. . 1. •

i - I

n

p (D!vI) = E u;v.d.
i-I

(5 .17)

(5.16)

1'1 PI 0 0
~ 1

q2 1'2 P2 0

(5.19) M = 10 q3 1'3 Pa

qn - I 1'''-1 Pn-I
.\

0 ···· ····· qn r,

and in this case (5.14) and (5.16) are trivially equivalent. It is elementary
to check that if M E ;m(u , v) is of t ype (5.15), then M k for each int eger k ~ 1
is also of t ype (5.15) . Therefore, in the presence of (5.16), we have

(5.18) p(DM k
) > 1 for all k.

Conversely suppose (5.18) holds for all k (or even for infinit ely many k)
wit h M irreducible and E ;m(u , v). We know from a standa rd ergodic t heorem
that M k

-+ lIu iv;11 as k -+ co . With this conve rgence and the stipula tion of
(5.18) we infer the inequality E..l

n u.v. d. ~ 1.

IV. Discussion of some examples.
(a) Consider a tridiagonal (J acob i) nonnegative matrix

Where the above inequ ality holds, t he connotation is (for t he model (1.2»
that the A-type in t he population can never tend to ext inct ion and will always
be represented with moderate to high frequency .

Obvi ously from Theorems 3.1 and 4.1 we secure simple sufficient condi ti ons
insuring (5.14). More specifically, if

(5.15) 1If E ;m:(u, v) and 111 = E I KE2

(EI • E 2 positive diagonal, K positive semi-definite) then (5.14) prevails if

Generally, already t he equat ion E U'V i d. = 1 entails (5.14) . However we
pointed out earlier in (1.14) that !vI = lIu.v;1I E !vI(u, v) carries the equation
sign

with P. > 0, q. > 0 and T . ~ O. Assume also q. + r , + p, = 1 for all i so
t ha t M is a stochast ic matrix. Ch oosing E. positive to sat isfy EJE' +I = pJq'+1
i = 1, . . . , n - 1 and defining E 2 = diag(El , E2 , ... , En) we obtain ME2 = K
where K is a symmet ric J acobi matrix. Where the upper bordered principal
determinants 'of M are positive we deduce t hat K is posit ive definite. Mo re
doncretcly , if

max a..
I S i S"

1

_ = 1

max [a.. ]
15i .s" Q i

p(DM ) > 1.

p(DM) s p(M) max (d.).
l .s i S "

max p(DA) = max a.«.
d ~O , ldl -1 l ~ i ~n

" x. ·
min E (X. (Ax).

:1: >0 i - I

n X ._
inf E (A~) . =
:1: >0 '-1

(5.10)

(5 .11)

(5.12)

(5.13)

The result (5.10) now follows by direct appea l to (5.9) as u is strictly posit ive.

(ii). The proof of (ii) is found in Karlin [12, Th. 10.11].
In Theorem 4.1 (consult also (4.10» we uncovered the bound

~ x · 1
sup £..J u.v. (M ' ) .::; ( ~f) '
K>O.- I X . P l.

For comparison purposes we record the following fact. Let A be an oscillatory
matrix of order 2 (designated 0 8 2 ) , i.e., A is irreducible nonnegative and the
second order compond A 12) is also nonnegative and irreducible. Assume
a; > 0, i = 1, 2, . .. , n, then

(5.14)

the last equa tion resulting by virtue of (5.12). By absorbing a diagonal ma trix
composed of the a , into A we find t hat (5.11) agrees with (5.13) .

III. A pplications of the inequalities (1.8) and (1.12) to local stability analysi.~ .
For the population migration models of (1.2) and (1.3) it is of int erest to

ascertain conditions on t he migration matrix ill and the matrix of select ion
coefficients D implying

~;':" ~
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r l PI 0 o so that

o ·· ·0 .. ' q. r. P.

then M is of t ype E IKE2 where E ; are positive definite diagonal matrices
and K is positive definite.

Moreover, it is eas y to verify that M E ~(u, v) where u = (1, 1, . .. , 1)
and v = (VI' V2 , . . . , vn ) has the form

q2 r 2 P2

Vi=~

t1r ' '. ', - I

The determination of p(DM ) depends on the following known formula for
calculating the inverse of (5.24). Consid er a matrix C = B + R where R
is of rank 1 as in (5.24). If B- 1 exists then provided e = 1 + (v, B -Iu) rf 0,
C- I has the form

(5.26) C- I
= B-1

- (~) S where Sof rank 1 has the form Ils.Till and specif

ically r = -e:', s = B -I u with M as in (5.24).

We can also represent M D - XI in the same form, viz

Ilu ;v jd ill·M D - AI = (ED - XI) + R with R

n

mii = (1 - OI)~ .i + Wi ' (s., = Kronecker delta) , E Vi = 1.
; - 1

(5.25)

j

,1
j ~ 2.

i = 1,2 , . . . , n .

Pi -,Pi -2 P,

qiqi-I q2 '

> 0 ,

1r1 = 1 and 1ri

qa r ao(5.20)

(5.21)

Provided (5.20) holds then application of Theorem 4.2 affirms that We examine two cases.
S!!!e (it Suppose e••d•• ~ 1 for some index i o , 1 ~ io ~ n. Let Z<i . ) =
(0, 0 ... 0, 1, 0 . . . 0) with the com ponent 1 appearing onl y at the io-th co
ordinate. Sinc e M D is nonnegative then by virture of e••d•• ~ 1 we find(5.22)

n

E d.1r.
p(DM ) > 1 if . - ~ ~ 1.

E1r.
i -I (5.27) MDz <i . ) ~ Z <i . l

0 · .... · .. · .. · .. ·0 m I -m

is positive definite provided m ~ ~. independent of the size of the matrix. Then
conforming to (5.22) we have

1 n

p(DM) > 1 if - E d. ~ 1
n .-1

(b) We concentrate next on a nonnegative matrix M of the form

(5.24) M = E + R with E = diag(e, , . . . ,en) , e. > 0 and R = Ilu.1Jill. ,i_In
•

An important special case occur ing in the theory of geographical subdivisions
of populations has

E = (1 - (1)1 (1 = identity matrix) and where Vi > 0,

The special doubly stochastic matrix

1 - m m 0 .. . 0

m 1 - 2m m

(5.23) M= 0 m 1 - 2m

m 1 - 2m m

n

:E v.
i-I

1, U. == 01

and the two vectors in (5.27) are not equal. Invoking the charact erizat ion
of (5.8) implies

p(MD) > 1.

~ Suppose e.d, < 1 for all i = 1, 2, ... , n. Then for eac h A ~ 1,
(ED - AI)-I exists. By the prescription of (5.26) , (MD - AI)-I exists if
e(A) = 1 + (v D, (ED - AI)-'U) rf 0 that is provided

e(A) = 1 + t v.d .u. rf O..-1 e.d , - . A

Obviously e( co) = 1 and sinc e e.d , < Afor all A~ 1 the monoton e increasing
function e(A) vanishes somewhe re on the ran ge 1 ~ A < co and then p(DM) > 1
if and only if 0 > e(l ) = 1 + E. ~ln [~ . d.uj (e .di - 1») or equivalently

(5.28) t v.d.u. > 1.-1 1 - e.d,

To sum up , if M has the form (5.24) , then
(5.29) p(DAI ) > 1 iff either e.d , ~ 1 for some i or

t v.d,u. > 1 holds.-11 - e.d,

Where e.d, < 1 for all i and (5.28) prevails then the actual value of p(DM)
can be calculated as the uniqu e solution Aof the equat ion
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termination of at least one real valu ed diagonal matrix D with t he property tha t
the spectrum of A. + D coincides with A. In our contex t , t he I.A.E.P. is said
to be solvable for the prescriptions A and A if there exists at least one real
diagonal matrix D such that A + D has spectru m A.

Our main finding on problem (i) is summarized in Theorem 6.1 highlighted
in the introductory sect ion . We proceeed to the proof. The following lemma
will be need ed.

LEMMA 6.1. L et A be an irreducible nonnegative matrix . There exists a unique
(up to a constant factor) diagonal matri x C = diag(c, , C2 , • • • , c,, ), c = (cl , • •• , c,,)

> 0, satisfy ing

Proof. Consider the function

e = (1, 1, . .. , 1)

~ d iUiV i
£..J = 1
i -I A - e.d,

located in the interval max. , is ,, e.d, < A < ex>. The preceding discussion
interp reted for the special example (5.25) leads to the following characterization:
p(DM ) > 1 iff either (1 - a)d, > 1 for some i or

ex t 1 Vi > 1 holds
,-I 1 +d

i
- a

(c) A hybrid version of the pr evious example combined with a permutation
matrix is as follows. Consider M of the form

(5.30) M = E + R where R decomposes into block mat rices explicit
structure

o R 12 0··· 0

(6.1)

(6.2)

CAC-I e = ' eCA C- 1

, (A x) ,
f(x) = L - -' d efined for x > 0,

i- 1 X i
[x] = ~Xi = 1.

" ( ... U'<klV '<kld , (kl )
( -.1)" II L ;k ld.'<kl ~ 1 > 1

-':-1 '-1 e, I

6. Some classes of inverse eigenvalue problems.
We will apply the relations (2.6) and (2.8) to set forth general necessary

conditions for the solution of certain inverse eigenvalue problems. The unique
ness characterizations underlying (1.9) will serve to secure unique solut ions
for special classes of inverse eigenva lue problems . At this point it would be
helpful to consult the background material of the introducto ry secti on . We
start our deliberations with the inverse additive eigenva lue problem (I.A.E.P.)
whose formulation is as follows
(i) Let A = IA\ , A2 , . .. , A,,} consist of n values in R I and let a matrix A
be prescribed . The problem is to ascertain criteria for the existence and de-

R "I 0 , 0 0 ,
h R II (kl ""] "."H.· k tri f d X Iwere kk+ 1 = U i Vj i .i-I ' is a ran one rna fIX 0 or ernk+1 n k, IC =

1,2, . .. , p (interpret p + 1 as 1) and L k- I" nk = n, E = diagte, , e2 , . . . , e,,)
is a positive diag onal matrix. It is convenient to view (el , •• • , e,,) = e as
a juxtaposition of k vectors e (I) , e (2) , . .. , e ("l where e ( I) consist of the first
n l components of e, e (2) the next n 2 components, etc.

The complete result of instability corresponding to the matrix DM (D =
diag(d, , . .. , d,,) is a positive diagonal matrix as usual) supplementing (5.29)
is as follows: (We decompose the vector d analogously to e.)

(5.32) p(DM ) > 1 iff one of the following two conditions hold : either e.d, ~ 1
for some i or

Straightforward .adaptation of the reasoning of Lemma 3.2 establishes the
existence of a unique crit ical point ~ for f(x ). Thus ~ = (h , . . . , ~,,) sat isfies
the equations

J = 1, 2, .. . , n.-(A~) j + t a ii = '0
~/ i -I ~i

(6.3)

Defining C = diag(I /~1 , 1 /~2 , .. . , 1 /~,,) the equations (6.3) are synonymous
with (6.1). Conversely if c" = diag fc,", C2* ' • • . , c,,*) qualifies for (6.3) , with
c* normalized by L i . I " l /c ;* = 1 then we can backtrack and verify that the
vector ~* = (l /c l *, . . . , l / cn*) is a critical point of f (x) . The uniqueness
assertion of the lemma ensues since a single critical point exists. The proof
of lemma 6.1 is compl ete.

With C constructed conforming t o the relations (6.1) , we next determine Co
as the unique diagonal matrix sat isfying

(6.4) (CAC- I + Co)e = e(CAC-'1 + Co) = e.

We are now pr epar ed to .deal with Theorem 6.1 which for convenience is
restated.

THEOREM 6.1. L et A be nonnegative and irr educible. L et C and Co be de
terminedfulfillin g (6.1) and (6.4) . DenotebyAO= \AIO,A20, . .. ,A nO} the spectrum
of A + Co (since A ~ 6 is ir reducible and Co is real i t follows from the P erron
Frobenius theorem that Alo i s certainly real and A\o > Re Aio, i = 2, 3, .. . , n) .
Suppose the I. A .E .P. with resp ect to A and the prescribed s pectrum A =
{AI' A2 , .• . An} having Al > Re Ai , i = 2, 3, . . . , n is solvable such that the
spectrum of (A + D) = A with D real diagonal. Th en A sati sfies

'(6 :5) (n - I)AI ~ t c.a., 1:- + t i;
i I i -1 Cj ; -2:
;~i

o

R"- h'

o R2~o
R(5.31)

~~k.·~ i."'"
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Invoking Lemma 2.2 we find that the last sum is bounded below by

(CAC- I + D)x = AIX for x > o.

The equality sign holds only for the spectral set {AI°+ {3, A2°+ {3, • . . , An°+ {3}
for any real {3.

Prooj. Suppose the spectrum of A + D is A. Because C and D are diagonal,
the spectrum of CAC-

I + D is likewise A. On the basis of the Perron Frobenius
theorem we obtain Equality holds only if A, = aA,o, i = 1, 2, .. . , n, for some a.

Proof. Consider that A,(AD) = A, with AI(AD) = p(AD) . If d; = 0 for
some i then II ,_2" A, = 0 and (6.8) is trivially true. Suppose now that d, > 0,
i = 1, . . . ,n. Invoking the inequality (2.8) (since D2AD I is doubly stochastic)
yields

IT A,o ~ IT A,
' -2 ' -2 Al

[p(AD»)" = [p(ADoDD o-
l
)" ~ [fl; d,( IJ (d,O)-I) ]AI"(6.9)

Al = p("4D), then we have

(6.8)

nAI = t «CAC-
I + D)x) , = t d, + t (CAC-Ix) ,

i -I Xi i -I i -I Xi

Therefore,

(6.6)

" 1L c,a,;;;;
i ,i- l

Substituting for L d. the inequality (6.5) is achieved with the equat ion sign
possible only if

(6.7) (CAC- I + D)e = e(CAC- 1 + D) = ae prevails.

But the fulfillment of (6.7) in view of the results of Lemma 6.1 and the nature
of the determination of Co imply D = Do + {31 for some appropriate real {3.
For Do = Co + {31 the spectrum of A + Do is precisely {AI°+ {3, .. . , An°+ {3}.
The proof of Theorem 6.1 is complete.

COROLLARY 6.1. Let the hypothesis and notation of Theorem 6.1 prevail.
Consider the I.A .E.P. for A with prescribed spectrum A = {AIO + a, . .. ,A"o+ a},
a real and fixed. This inverse additive eigenvalue problem has a unique real
solution given by Do = Co + «I,

We develop next the analog of Theorem 6.1 for the inverse multiplicative
eigenvalue problem (I.M.E.P.)
(ii) Given A nonnegative and irreducible and the spectrum A as in problem (i)
we seek to solve or characterize a diagonal matrix D with nonnegative entries
such that the spectrum of A D is precisely A.

THEOREM 6.2. Let A be a positive nonsingular matrix. Let D I and D 2 be
diagonal positive matrices renderinq DIAD. doubly stochastic (in this connection
see the discussion culminating section 2). The matrices D I and D 2 are unique
up to constant multipliers. Define Do = D ID2 and denote the spectrum of ADo
by {AIO, A20, .. . , x,"}, Alo = p(ADo) . If the I .M.E.P. is solvable for A with

ae. The equat ion Trace (A + D)

(6.11)

The equality sign i s maintained if and only if D = a] for some a > O.

Remark 6.1. The uniqueness feature of the inv erse problems of Corollaries
6.1 and 6.2 are akin or perhaps discrete analogs to the uniqueness result demon
strated for the system of eigenvalues occurring in the case of a vibrating mem
brane, see Kac [7] and Kac and Van Moerbeke [8].

Plainly

(6 .10) gd,o = (g A,O)(det A)-\ TI d, = (g Ai)(det Ar
l
.

Of course, Alo = 1 since D2AD I is doubly stochastic. Combining (6.10) into
(6.9) produces (6.8).

The equation sign in (6.8), as A is strictly positive compels the case of equality
in Lemma 2.2 and then necessarily DDo-I = al. The proof is finished.

COROLLARY 6.2. Let A satiSfy the assumptions and notation of Theorem 6.2.
We prescribe AO = {{3Alo, {3A20, . . . , {3A"O} for {3 > O. Th en the I .M.E.P. has

a unique solution D = {3Do •

Another result supplementary to Theorem 6.2 relies on (1.12) instead of (2.8).
Accordingly we obtain

THEOREM 6.3. L et A be a doubly stochastic matrix such that a" = a > 0
(with constant diagonal .) Assume furth ermore that either A -I is an M-matrix
(see Definition 3.1) or A = E IKE2 where K, E I and E 2 the latter two diagonal,
are all posit ive definite. If for some positive diagonal D the spectrum of DA is
the set A = IAl , A2 , .. . , An} with Al > Re Ai , i = 2, .. . , n , then

1 "x. ~ - LA,
na '-I

7. Inequalities for the spectral radius of some integral operators.
By a standard discretization akin to the analysis of Fredholm kernel operators,

"L c .,
i - Ii-I

"
LA,

n " " n

L A, = L au + L d, or L d,
i - I i - I i-I i-I

and equality is at tained only if X
L,.I" A, written out is

:tff:,..•
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p«Kp),) ~ p(K,) In u(x)v (x)p(x) du(x)(7.10)

(7. 8) K, (k ) : JK (Xi , y)f(y) do; and x»,( k ) : I K (x. , y)p(y) f(y) da;

The integral operators K. and (Kp) . can be approximated in the weak
operator to pology by a sequence of operators with finite range induced by t he
matrix mappings.

lim f f dUCk) = f f da for all f E C(n)
k-(I) n n

Let p(x) E C++(12) . Th en

i = 1,2, . . . , k .

It can be checked that each of the operators (7.8) is nonnegative and irre
du cible. The inequality (1.8) is in force involving the eigenvectors u, =
IUk(X.)11k and V k = IVk(X.) IIk appropriately normalized . A routine compactness
argument, involving the Fredholm determinants, validates that we can ext rac t
an appropriate subsequence of u, converging unif ormly to u(x) on X and similarly,
V k -) vex) . The inequality (7.7) ensues by proceeding to the limit in k apply ing
at each stage the corresponding matrix inequality . The proof is complete.

By comp letely similar mean~, we dedu ce

THEROEM 7.2. Let the assum ptions of T heroem 7.1 hold. Assume also that

(7.9) K(x, y) = r(x)G(x, y)s(y) where I' and s E C, +(n) and G(x, y) is a
positive definite symm etric kernel, i.e.•

JJG(x, y)f(x) f(y) du(:r) du(y) > 0 for f E C(m and f ¢ o.
nx n

(7.6) (b) K t», y) = r(x)G(.r, y)s(y) where I' and s E C++(12) an d G is sym-
metric such that G induces a positive definite operator.

We now state the first resul t which exte nds the ineq uality (1.8) .

T HEOREM 7.1. Let K , be defined as in (7.3) satis fying (7.1) and either (7.6a)
or (7.6b) . (Thus K , is irreducible.) Let p(x) E C++(12). Denote by (K p), the
in tegral operator (7.3) induced by the kernel K(x, y)p(y). Then

(7 .7) p«Kp),) ~ p(K,) exp [Inu(x)v(x)(log p(x» d u(x)l
Proof. We will be brief. Let X E lx,11~ be a dense set of points in n.

The span of a convex set by its ext reme point (K rein-M ilman Theorem) provid es
the existence of a sequence of discret e measures U(kJ concentrating at a finite
sub-set of X say s: = !X;}lk with U(k) converging in the weak * topology to a ,

th at is

;"

approximating an integral operator by a sequence of matrix operators we can
secure extensions of (1.8) and (1.12) to certain classes of integral operators.
This procedure will be describ ed succinctly. I..et 12 be a compact set in Ii",
As usual, denote by C(n) the collection of all real valued continuous functions
on n. The subse t of nonnegative functions of C(n) is designated by c+(n)
and by C++(12), the positive fun ction. Throughout, let

(7.1) Ki», y) be a continuous nonnegative kernel on 12 X n.

Let a be a prescrib ed nonnegative regular finite measure on 12 so that u(n) < (I)

Consider the linear operator

(7.2) K, : C(n) ~ C(n)

defined explicitly by the integral kernel map ping

(7.3) K,(f)(x) = In K (x , y)f(y) du(y) f E C(n).

The opera tor K, is obviously compac t, even transforming a bounded set of
measurabl e fun ctions into an equi-continuous family of fun ctions . The assump
tion (7.1) entails that K . preserves the cone c+(n). The theory of operators
leaving invari ant a cone (dubbed positive operato rs) is well developed , e.g.,
see Krein and Rutman [15J, Karlin [13J, Sawashima [16J, Krasnoselskii [14,
Chap. 2J, Anselone and Lee [I] among others . Most of the Frobenius theory
of nonnegative matrices carries over to the case of compact nonnegative op
erators. More specifically,

(i) The spect ra l radius p(K. ) > 0 and p(K , ) is a simp le eigenvalue of K.
(ii) Suppose 12 = n° (n° is the closure of its interior), then t here exists a unique
(up to scalor multipliers) fun ctions u (x) and vex ) E C+(n) wit h u(x) and vex )
strictly positive on n° satisfying

(7.4) p(K, )u (x) = i ta», y)u( y) du(y) (indicat ing tha t u is an eigenvector

for K . corresponding to Ao = p(K,)

p(K, )v(y) = i v(x)K(x, y) du(x) (signifying v is an eigenvector for

K.*; the adjoint to K,)
(ii' ) If n° is empty, then we st ipulate that u and v E C++(12) . In the presence
of (ii) and (ii') we norm alize u and v to satisfy

(7.•5) In u(y) du(y) = 1 and In u(y)v(y) du(y) = 1

We call an operator endowed with the properties (i) and (ii) irreducible.
A number of useful sufficient conditions implying that K, is irreducible are

subsumed in the following t wo cases. Thus, K, is nonnegative irreducible
if either of the following two hyp otheses holds:

(a) K(x, z) > 0 for x E 12 (K is strictly positive on the diagonal),
Sawashima [16J;

J
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(7.19)

Remark 7.1. A more delicate analysis shows that equality holds in (7.10)
if and only if p(x) == a > 0 on 12. For this purpose, we rely on the minimax
characterization of the spect ral radius for symmetrizablc operators.
An application

Consider a translation kernel K(x, y) = k(x - V). Take 12 = (-r, r) .
Assume k(x) is periodic, symmetric with respect to 0 (an even function) and
E C(12). Accordingly, the Fourier expression of k has the form

Denote the spectrum of K p by {A. (p) }1 - arranged so that Al (p) = p(K p).
Standard theory tells us that Kp is also a nuclear (trace class 1) operator and
therefore L.-l- IAJp)1 < eo , Since Kp is a trace operator we find recalling
the normalization k(O) = 1 that

irr k(x - x)p(x) dx = irr p(x)'dx = t A.(P)

Assume further that the matrix

'(7.12) IIk(x. - xj)II." is nonnegative definite for every
XI < X2 < . .. < Xl> < 71", P arbitrary.

The celebrated Bochner theorem applied to k(x) guarantees

and the fact of (7.13) entails that..
k(x) = L a.. cos nx with absolute and uniform convergence present

.. -0

CD

k(x) """'" L a. cos nx.-0

p(1 - ao KP) ~ ao i: A.(P) . '
271" ' 271" .-2

Application of theorem 7.2 gives

THEOREM 7.3. Let k(x) satisfy the assumptions stated prior to (7.11) , and
also (7.12) and (7.15). Let p(x) E C+ +(12). Then

(l r

) 1 l r

1 L CD(7.20) p(Kp) ~ -r k(x) dx 271" -r p(x) dx = 271" -r k(x) dx' f; A.(P)

(notice that 1/271" f -r r p(x) dx = f -r r p(x)u(x)v(x) dx and f -r r k(x) die = p(K)
by (7.17).)
Equality sign holds iff p(x) == a > O.

From (7.15) and (7.13) we have that 1/271" f - r r k(x) dx = ao < 1, so that (7.20)
is equivalent to

collection -71" <

CD

La. < co
.. -0

n = 0, 1,2,a. ~ 0,

(7.11)

(7.13)

(7.14)

We also assume henceforth

(7.17) p(K) = 2r ao = i: k(x) dx

and the associated eigenfunct ions are the constant functions

1u(x) = vex) == _~
V 271"

Let p(x) E C++ (0) and consider the operator on L
2(n)

or C(n)

(7.18) Kp(j) - i: k(x - y)p(y)f(y) dy

Let K be the operator

(7.16) K(j) = i: k(x - y)f(y) dy defined for f E C(12) or even for f E L~(12) .

The facts of (7.13) and (7.14) imply that K on L2(n) is a trace (nuclear) operator.
Obviously, the eigenvalues of K are {a..I.._, -. In particular,

Since the spectrum of the integral operator with kernel k(x - y)p(y) coincides
with the operator having kernel yp(;) k(x-y) VPGi5 we deduce that A.(p) ~ 0,
i = 1, 2, .... As a consequence we have

THEOREM 7.4. Consider the mult iplicative inverse eigenvalue problem to
determine p belonging to C+ (12) with the prescribed spectrum A = {Ad1 - . Assume
that the spectrum is aAo where AO = {ado -, a > O. Then p(x) = a.
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