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## Foreword

In the past ten years, tensors again became a hot topic of research in pure and applied mathematics. In applied mathematics it is driven by data which has a few parameters. In pure math. it is quantum information theory, and multilinear algebra. There are many interesting numerical and theoretical problems that need to be resolved. Tensors are related to matrices one one hand and on the other hand are related to polynomial maps.

## Foreword

In the past ten years, tensors again became a hot topic of research in pure and applied mathematics. In applied mathematics it is driven by data which has a few parameters. In pure math. it is quantum information theory, and multilinear algebra. There are many interesting numerical and theoretical problems that need to be resolved. Tensors are related to matrices one one hand and on the other hand are related to polynomial maps.

To paraphrase Max Noether:
Matrices were created by God and tensors by Devil.
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Characterization of tensor in $\mathbb{C}^{4 \times 4 \times 4}$ of border rank 4
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\end{aligned}
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## $\ell_{p}$ maximal problem and Perron-Frobenius

$\left\|\left(x_{1}, \ldots, x_{n}\right)^{\top}\right\|_{p}:=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}$
Problem: $\max _{\|\mathbf{x}\|_{p}=\|\mathbf{y}\|_{p}=\|\mathbf{z}\|_{p}=1}^{\left.\sum_{i=j=k}^{m, n, l} t_{i, j, k} x_{i} y_{j} z_{k},{ }^{2}\right)}$
Lagrange multipliers: $\mathcal{T} \times \mathbf{y} \otimes \mathbf{z}:=\sum_{j=k=1} t_{i, j, k} y_{j} z_{k}=\lambda \mathbf{x}^{p-1}$
$\mathcal{T} \times \mathbf{X} \otimes \mathbf{Z}=\lambda \mathbf{y}^{p-1}, \mathcal{T} \times \mathbf{X} \otimes \mathbf{y}=\lambda \mathbf{z}^{p-1}\left(p=\frac{2 t}{2 s-1}, t, s \in \mathbb{N}\right)$
$p=3$ is most natural in view of homogeneity
Assume that $\mathcal{T} \geq 0$. Then $\mathbf{x}, \mathbf{y}, \mathbf{z} \geq 0$

For which values of $p$ we have an analog of Perron-Frobenius theorem?

Yes, for $p \geq 3$, No, for $p<3$,
Friedland-Gauber-Han [1]
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## $\left(R_{1}, R_{2}, R_{3}\right)$-rank approximation of 3-tensors

Fundamental problem in applications:
Approximate well and fast $\mathcal{T} \in \mathbb{R}^{m_{1} \times m_{2} \times m_{3}}$ by rank $\left(R_{1}, R_{2}, R_{3}\right)$ 3 -tensor.

Best ( $R_{1}, R_{2}, R_{3}$ ) approximation problem:
Find $\mathbb{U}_{i} \subset \mathbb{F}^{m_{i}}$ of dimension $R_{i}$ for $i=1,2,3$ with maximal $\left\|P_{\mathbb{U}_{1} \otimes \mathrm{U}_{2} \otimes \mathrm{U}_{3}}(\mathcal{T})\right\|$.

Relaxation method:
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if $f_{\mathcal{T}}$ is strictly convex and is $\infty$ on $\partial \mathcal{S}, f_{\mathcal{T}}$ achieves its unique minimum
Equivalent to: the inequalities $x_{i}+y_{j}+z_{k} \leq 0$ if $t_{i, j, k}>0$ and equalities
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Hence Newton method has a quadratic convergence versus linear convergence of Sinkhorn algorithm
True for matrices too

Are variants of Menon and Brualdi theorems hold in the tensor case? Yes for Menon, unknown for Brualdi
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If $\mathbf{W}$ contains identity matrix then $\mathbf{W}$ space of commuting matrices
If $\mathbf{W}$ contains an invertible matrix $Z$ then any other $X, Y \in \mathbf{W}$ satisfy $X(\operatorname{adj} Z) Y=Y(\operatorname{adj} Z) X$ - equations of degree 5
 equations of degree 6

Strassen's condition hold for any $3 \times 3 \times 3$ subtensor of $\mathcal{T}$ : $\operatorname{det}(U(\operatorname{adj} W) V-V(\operatorname{adj} W) U)=0, \quad U, V, W \in \mathbb{C}^{3 \times 3 \times 3}$ equations of degree 9

Friedland [5] one needs a equations of degree 16
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