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Claim $\operatorname{rank} \mathcal{T} \geq R_{1}$
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$\operatorname{rank} \mathbf{x} \otimes(\mathbf{y} \otimes \mathbf{z})=1$ if $\mathbf{x} \otimes \mathbf{y} \otimes \mathbf{z} \neq \mathbf{0}$
So any CANDEC of $\mathcal{T}$ induces a decomposition of $A$
as a sum of rank one matrices
Hence
$\operatorname{rank} \mathcal{T} \geq \max \left(R_{1}, R_{2}, R_{3}\right)($ WELL KNOWN $)$ Note:

- $R_{1}, R_{2}, R_{3}$ are easily computable
- It is possible that $R_{1} \neq R_{2} \neq R_{3}$
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$\operatorname{dim} f_{k}\left(\left(\mathbb{C}^{\prime} \times \mathbb{C}^{m} \times \mathbb{C}^{n}\right)^{k}\right)=k(I+m+n-2)$
CON 2 holds in above cases CON 1 holds

## Numerical verification of Conjectures $1 \& 2$

We verified numerically ${ }^{1}$ the above two conjectures for $m_{1} \leq m_{2} \leq m_{3} \leq 10$, by finding random $k \in\left[2,\left\lceil\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rceil\right]$ vectors $\mathbf{x}_{l, i} \in(\mathbb{Z} \cap[-99,99])^{m_{i}}, i=1,2,3, I=1, \ldots, k$ such that the rank of the Jacobian matrix at the corresponding rank $k$ tensor
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\begin{equation*}
\mathcal{T}=\sum_{l=1}^{k} \mathbf{x}_{l, 1} \otimes \mathbf{x}_{l, 2} \otimes \mathbf{x}_{l, 3} \tag{0.1}
\end{equation*}
$$

was $\min \left(k\left(m_{1}+m_{2}+m_{3}-2\right), m_{1} m_{2} m_{3}\right)$.
We call $\left(m_{1}, m_{2}, m_{3}\right)$ regular if $\left(m_{1}, m_{2}, m_{3}\right)$ satisfies Conjecture 1 and $\left\lfloor\frac{m_{1} m_{2} m_{3}}{m_{1}+m_{2}+m_{3}-2}\right\rfloor$ satisfies Conjecture 2.
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(1) $\operatorname{grank}(n, m, m) \leq\left\lfloor\frac{n}{2}\right\rfloor m+\left(n-2\left\lfloor\frac{n}{2}\right\rfloor\right)(m-\lfloor\sqrt{n-1}\rfloor)$
if $m \geq 2\lfloor\sqrt{n-1}\rfloor$
(2) $\operatorname{grank}(n, m, m) \leq n(m-\lfloor\sqrt{n-1}\rfloor)$
if $m<2\lfloor\sqrt{n-1}\rfloor<2(m-1)$,
(3) $\operatorname{mrank}(n, m, m) \leq$

$$
\sum_{i=1}^{\lfloor\sqrt{n-1}\rfloor}(2 i-1)(m-i+1)+\left(m-\lfloor\sqrt{n-1}\rfloor^{2}\right)(m-\lfloor\sqrt{n-1}\rfloor)
$$
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$(2, m, n)$ - Kronecker canonical form for $\left(T_{1,1}, T_{2,1}\right) \in\left(\mathbb{C}^{m \times n}\right)^{2}$
For (1) and (2) assume that $T_{1,1}, \ldots, T_{n, 1} \in \mathbb{C}^{m \times m}$ generic
(2): $I=\lfloor\sqrt{n-1}\rfloor$. So $n \geq I^{2}+1$. THM 3 yields $\operatorname{span}\left(T_{1,1}, \ldots, T_{n, 1}\right)$ has $\gamma_{m-l, m, m} \geq n$ linearly independent matrices of rank $m-l$.
(1): $\operatorname{span} T_{1,1}, \ldots, T_{n, 1} \subset \mathbb{C}^{m \times m}$
$\operatorname{span}\left(T_{2 i-1,1}, T_{2 i, 2}\right)$ is contained in subspace spanned by $m$ rank one matrices
(3): Assume the worst case:
$T_{1,1}, T_{2,1}, \ldots, T_{n, 1}$ lin. ind. Choose new base $S_{1}, \ldots, S_{n}$ in
$\operatorname{span}\left(T_{1,1}, \ldots, T_{n, 1}\right)$ s.t. $\operatorname{rank} S_{1} \geq \operatorname{rank} S_{2} \geq \ldots \geq \operatorname{rank} S_{n}$ and
$\operatorname{span}\left(S_{1}, \ldots, S_{i}\right)=\operatorname{span}\left(T_{1,1}, \ldots, T_{i, 1}\right)$ for $i=1, \ldots, n$.
$\operatorname{rank} S_{1}=m, \operatorname{rank} S_{2}=\operatorname{rank} S_{3}=\operatorname{rank} S_{4}=2$,
$\operatorname{rank} S_{5}=\ldots=\operatorname{rank} S_{9}=3, \operatorname{rank} S_{10}=4 \ldots$
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$\operatorname{grank}(3,3,4)=5\left(n=(m-1)^{2}\right), \operatorname{mrank}(3,3,4) \leq 9=3+2+2+2$
$\operatorname{grank}(3,3,5)=5\left(n=(m-1)^{2}+1\right)$,
$\operatorname{mrank}(3,3,5) \leq 10=3+2+2+2+1$
$6 \leq \operatorname{grank}(3,4,4) \leq 7=4+3, \operatorname{mrank}(3,4,4) \leq 10=4+3+3$
$7 \leq \operatorname{grank}(4,4,4) \leq 8=2 \cdot 4, \operatorname{mrank}(4,4,4) \leq 13=4+3+3+3$
$8 \leq \operatorname{grank}(4,4,5) \leq 10=2 \cdot 4+2, \operatorname{mrank}(4,4,5) \leq 15=13+2$

## Theoretical bounds \& explanations

$$
\begin{aligned}
& 4 \leq \operatorname{grank}(3,3,3) \leq 5=1 \cdot 3+2, \operatorname{mrank}(3,3,3) \leq 7=3+2+2 \\
& \operatorname{grank}(3,3,4)=5\left(n=(m-1)^{2}\right), \operatorname{mrank}(3,3,4) \leq 9=3+2+2+2 \\
& \operatorname{grank}(3,3,5)=5\left(n=(m-1)^{2}+1\right), \\
& \operatorname{mrank}(3,3,5) \leq 10=3+2+2+2+1 \\
& 6 \leq \operatorname{grank}(3,4,4) \leq 7=4+3, \operatorname{mrank}(3,4,4) \leq 10=4+3+3 \\
& 7 \leq \operatorname{grank}(4,4,4) \leq 8=2 \cdot 4, \operatorname{mrank}(4,4,4) \leq 13=4+3+3+3 \\
& 8 \leq \operatorname{grank}(4,4,5) \leq 10=2 \cdot 4+2, \operatorname{mrank}(4,4,5) \leq 15=13+2 \\
& 7 \leq \operatorname{grank}(3,5,5) \leq 9=1 \cdot 5+4, \operatorname{mrank}(3,5,5) \leq 13=5+4+4 \\
& 9 \leq \operatorname{grank}(4,5,5) \leq 10=2 \cdot 5, \operatorname{mrank}(4,5,5) \leq 17=5+4+4+4 \\
& 10 \leq \operatorname{grank}(5,5,5) \leq 13=2 \cdot 5+3, \operatorname{mrank}(5,5,5) \leq 20=5+4+4+4+3
\end{aligned}
$$
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$\min \left(r_{1}, \ldots, r_{M}\right)=\operatorname{grank}(I, m, n)$.
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THM: $\operatorname{mgrank}\left(m_{1}, m_{2}, m_{3}\right)>\operatorname{grank}\left(m_{1}, m_{2}, m_{3}\right)$ in cases
1: $m_{1}=m_{2}=m \geq 2, m_{3}=(m-1)^{2}+1$,
2: $m_{1}=m_{2}=4, m_{3}=11,12$.
Proof of 1: One constructs an $(m-1)^{2}+1$ real dimensional subspace of $L \subset \mathbb{R}^{m \times m}$ that does not have a rank one matrix.
So there exists a neighborhood $\Lambda \subset \operatorname{Gr}\left((m-1)^{2}+1, \mathbb{R}^{m \times m}\right)$ such that any subspace $L_{1} \in \Lambda$ does not contain a rank one matrix
Let $\mathcal{T}=\left[t_{i, j, k}\right] \in \mathbb{R}^{m \times m \times\left((m-1)^{2}+1\right)}$ such that
$\operatorname{span}\left(T_{1,3}, \ldots, T_{(m-1)^{2}+1,3}\right) \in \Lambda$. Then $\operatorname{rank} \mathcal{T} \geq(m-1)^{2}+1$
Numerically, it is known $\operatorname{mrank}(3,3,5)=6$
Proof of 2: Radon-Hurwitz numbers, i.e existence of 3- dimensional subspace of $4 \times 4$ skew symmetric nonsingular nonzero matrices
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When close to a critical point switch to Newton method on $\operatorname{Gr}\left(R_{1}, \mathbb{F}^{m_{1}}\right) \otimes \operatorname{Gr}\left(R_{2}, \mathbb{F}^{m_{2}}\right) \otimes \operatorname{Gr}\left(R_{3}, \mathbb{F}^{m_{3}}\right)$
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## Fast low rank approximations

For matrix $A \in \mathbb{F}^{m \times n} C U R$ approximation:
$C \in \mathbb{F}^{m \times R_{2}}, R \in \mathbb{F}^{R_{1} \times m_{2}}$ submatrices of $A$
chosen using several random choices of columns and rows of $A$
Similar extensions of CUR approximation to tensors
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