A NOTE ON FRACTAL STRUCTURE OF CUBIC GRAPHS
IN THE MEAN-VARIANCE COORDINATES OF THE GRAPH’S RESOLVENT"*
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Abstract. We consider the recently discovered [4] threadlike structure of the plot representing d-regular graphs in
the mean-variance coordinates of exponential sums of the graph spectra. In this note we demonstrate that this fractal-like
phenomenon is more ubiquitous by exhibiting it with the help of a different generating function, namely the mean and the
variance of the graph adjacency matrix’s resolvent. We also discuss the location of non-Hamiltonian graphs within this
geometric structure.
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1. Introduction. In [4], the following phenomenon was discovered. Let G be a connected cubic
graph G of order n, and A be the adjacency matrix of G. The spectrum {A1,...,A,} of A of a cubic
graph G is real and belongs to the segment [—3,3]. The authors define the mean p(A,t) and variance
02(A,t) of the exponential sum of all eigenvalues of tA as follows:

1« v
M(Avt) = ﬁ Zexpt/\lu (11)
i=1
1 n
2 2t 2
At)=— P—ut(AL). 1.2
A = 3 e (A (12)

Note that for ¢ = 1, the mean p(A, 1) is simply a scalar multiple of the Estrada index of the graph (see,
for example, [5], [3] and [1]). Letting ¢t = %, plot (u(A, 3),0%(A, 3)) across the set of all cubic graphs.
The structures for n = 14 and 16 appear as follows:
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Fic. 1.1. Mean-Variance plot for 14-vertex cubic graphs. Fic. 1.2. Mean-Variance plot for 16-vertex cubic graphs.

From these plots, we can see that the mean-variance coordinates form thread-like clusters with similar
slopes of and distances between consecutive clusters. Moreover, the variance o2(A, %) at the bottom
of each segment is strictly increasing from left to right of the plot. The authors of [4] coined the term
multifilars to refer to these thread-like clusters, each of which is called a filar. They make an important
observation that the overall structure is self-replicating or fractal-like. In particular, zooming in on each
of these filars shows us similar but smaller sub-filars that are also made up of approximately straight
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and parallel segments, shifted gradually from left to right. We illustrate this by showing plots of two

successive enlargements of the first filar in Figure 1.1, in the following Figures 1.3 and 1.4:
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Using Thara-Selberg trace formula as in [6], the authors explain the filar memberships for each graph. In
the overall clustering, all graphs belonging to each segment have the same number of triangles (cycles of
length three) and these numbers strictly increase from the left most segment to the right most, starting
from zero. In the first level of zooming-in, all graphs in a particular sub-segment have the same number
of quadrangles (cycles of length four) while the number of triangles over all these sub-segments is fixed.
This pattern repeats itself, with each higher level of zooming-in corresponding to a larger cycle size.

It is natural to query whether the exponential function is the only generating function that exhibits
such a phenomenon. In this paper, we consider another frequently used matrix function in the spectral
theory of linear operators (see, for example, [8]), that is, the resolvent of tA for t € (0, §). It appears the
phenomenon in [4] is reproduced in the mean-variance coordinates with different slopes of and distances
between segments. We use a modification of the Thara-Selberg trace formula [6] to justify the fractal
structure of the observed plots and to give estimate for the slopes of and distances between segments,
which are consistent with numerical evidence.

The further question: what other generating functions apart from the exponential sum of eigenvalues
and the trace of the resolvent lead to a similar fractal structure of regular graphs, is beyond the scope of
this paper and remains an interesting open question.

One of the famous graph theory problems is the Hamiltonian cycle problem, namely, given a graph,
we have to determine whether there exists a simple cycle that goes through every vertex in the graph.
Such a cycle is called a Hamiltonian cycle. If a graph possesses at least one Hamiltonian cycle, it is called a
Hamiltonian graph, and a non-Hamiltonian graph otherwise. We observe that in the aforementioned self-
replicating phenomenon, non-Hamiltonian graphs are separated in two groups. The first group contains
easy non-Hamiltonian graphs that are located at the tops of (the most zoomed in) sub-filars. We call
a non-Hamiltonian graph easy if it contains one or more bridges. This is because these bridges can be
identified in polynomial time [9]. We call other non-Hamiltonian graphs hard. The second group contains
hard non-Hamiltonian graphs that are found at the bottom ends of (the most zoomed in) sub-filars. In
these sub-filars, the Hamiltonian graphs are strictly in between these two groups of non-Hamiltonian
graphs.

2. Preliminaries. We briefly describe here a few definitions on geodesics that will be necessary for
presenting the results. For an excellent introduction to graph theory and for more details on geodesics,
the interested reader is referred to [2] and [6], respectively.

An elementary homotopy is a transformation of a closed walk of the following form:

avia"'akahvlwvl) = (U17U27~- ~-avkrflavkavl)a
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where v; is a neighbour of v;, and the arrow can also be pointing in the opposite direction:
(v1,v2,. .., Vi, V5, V4, .o, V1, Uk, V1) — (VU1,02,...,Vi, ..., Uk_1, Uk, V1).

If one closed walk can be obtained from another by a sequence of elementary homotopies (in either
direction of the arrow), they are said to be homotopic. A homotopy class is a set of closed walks such
that every pair of closed walks in the set are homotopic. In a homotopy class of closed walks, the shortest
walk is called a closed geodesic. In other words, a closed geodesic is a closed walk with no cycles of length
2, that is, v; # v;y2 for all 7. As we are only concerned with closed geodesics in this paper, we will simply
refer to them as geodesics.

Also known as a short geodesic, a contractible is a geodesic of length 0, or equivalently, a single vertex.
A homotopy class of closed walks containing a geodesic of length 0 is equivalent to a homotopy class of
closed walks such that each member is either a single vertex or a union of two or more joint cycles of
length 2. A long geodesic is a geodesic of length > 0, which, from now on, we will simply refer to as a
geodesic. A geodesic of length 3, 4 or 5 is equivalent to a cycle of length 3, 4 or 5. On the other hand, a
geodesic of length 6 or longer can be a union of joint cycles. Consider a geodesic g := (v1,va,...,v;) of
length 1. Another geodesic is said to be a k-multiple of g, denoted as g*, if it simply traces out g for k
times: ¢gF = ({vi,vo,..., 0}, {v1,v0,..., 0}, ..., {v1,v2,...,v}). A geodesic is said to be primitive if it
is not a multiple of a shorter geodesic.

3. Formulae for first and second moments. Let us denote eigenvalues of the adjacency matrix
A of a given cubic graph by A;, for i = 1,..., N. We choose t € (0, %) in order to guarantee that the
inverse of I — tA exists. For i = 1,..., N, it is clear that eigenvalues of (I —tA)~! are (1 —t)\;)~!. For
each adjacency matrix A, define the expected value function of (1 —t)\;)~! to be

Nih_u —%M—m)] (3.1)
and the variance function to be
o?(A,1) = (T~ tA) ]~ 47(A, 1)
1 & )
NZ:1—m — W2 (AL t). (3.2)

For our experiments, we choose t = & € (0, 1). Figure 3.1 shows the plot of (1(A),5%(A)) across all 509
cubic graphs of size 14, which exhibits a fractal-like structure.

In order to explain why pairs of coordinates of certain graphs belong to particular filars, we start by
establishing alternative formulae for p(A,t) and 02(A,t). Let p, be the number of all walks of length ¢
in the graph G, for £ > 0. It is well known (see, for example, [10]) that [A*]); is the number of closed
walks of length ¢ starting at i. Hence,

1 _ 1
MAﬂzﬁﬂm—MJﬂzﬁﬂp+m+#M+nq
1 1 .
= [n+tpy +t2p2+t3p3+...] :NZﬁpi. (3.3)

The infinite sum in (3.3) resembles the trace of the matrix exponential of tA:

A\
Trlexp®] = Z P

i=0

Recall that a geodesic is the shortest walk of its homotopy class, and a geodesic is a short geodesic if
it has length 0 and a long geodesic otherwise. Let Cy(t) and Cy(t) be the contributions to (3.3) from
homotopy classes of short geodesics and long geodesics, respectively. Then,

HALD) = 3 (G0 + Ca(0). (34)
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Fic. 3.1. Mean-Variance (trace of resolvent) plot for 14-vertex cubic graphs.

By equations (19) and (20) in [6],

Cy(t) = N3m. (3.5)
By equations (26) and (27) in [6],
— =\
> \/1—7W ( T ) ’ (36)

where v is a long geodesic in G, |v| is its length and A(y) = |¢/| if 7y is a multiple of a primitive geodesic
~'. If 7 is primitive itself, then A(y) = |v|.

/182
Define ©(t) := % Substituting (3.5) and (3.6) into (3.4), we have
p(an =200 Sl Z —A)_ehir) (37)
(1 - 9t2 TN m

Recall that a geodesic is said to be a k-multiple of g, denoted as g*, if it k times traces out g: ¢gF =
({v1,ve, ..., } {v1,v2, ..., u ), oo {vr,v9,. .., }). Consequently, if we consider some geodesic 7 that
is a k-multiple of a primitive geodesic v/, then |y| = k|y/|. The set of all long geodesics in a graph G
can be partitioned into sets of primitive geodesics and their k-multiples, for K = 1,..., N. Therefore, by
denoting primitive long geodesics by ¢, we transform equation (3.7) to:

_3\/1—8t —1 1 |C\ k|C|

RN s Z \<| 36t
C2(1-9%) NCEG V182 =



Aste (O7

3),6(t) € (0,1). Hence,

3V1—8t2 -1
S 2(1-92)

_3/1-8P -1
S 2(1-92)

n(A,t) =

Let ¢ be the length of a primitive long geodesic, ¢ > 3 and {ms, m4, ms, ..

1 oldl(t)
N%m [1—@%0}

iZ (1 —+/1—8t2)l¢l

N Gm @) — (1 —VI—8e)l |

(3.8)

.} be the length spectrum of

the graph where my is the number of non-oriented primitive long geodesics of length £. We can rewrite

(3.8) as

3v1—8t2 -1

HAT) = To(1-92)

2
=H(t)+ N ;mng(t)

where

and

H(t) =

L

3 i (1—+/1-8t2)*
N 1—8t2 (4t)¢ — (1 — V1 — 8t2)¢

3V1—8t2—1

2(1—9t2) (3.10)

Fo(t) =

By equation (3.2),

2
A
Al =5

1
= Tl +2tA + 3t2A% + 413 A% +

1 d
=5 (dt[tl +1PA +3A% AR+

1d

=L nga - ea) )

N dt

d
p(AL1) + 2 u(A )

By equations (3.9) and (3.12), we have

o%(At) =

where

VI-8 [(W —(1-

~ Lnja—ta)

(1- V182 ] . (3.11)

Nt

HI-tA) - (A1)

] =P (A )
A1) A
— 1*(A, )

— 12 (A1), (3.12)

(3.13)

t(=5+36¢* +3v1—8¢2)
VI=82(-1492)*
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and

Fy(t) =

2(1—v/T=8t2)4(8(4t) 4% —8(1—/1—8t2) 42 —8(4t) “t2 V1 —8t24+80(4t) *t24+8(1—/T—8t2) * /T—82 — (4t) “0+0/T—8t2 (41)*)
t(—14+v1—8t2)V/1—8t2(—1+8t2)(—(4t)!+(1—/1-8t2)¢)2) ’

In particular, for ¢t = é, equations (3.9) and (3.13) simplify to, respectively,

2 o0
p(A3) ~ 10395+ = > meFy (5), and (3.14)
=3
2 & 12 &
=3 =3
2
4 | 4.1580
Nz > meF(3)| - N > meF(3), (3.15)
(=3 (=3
where
L
9 5\/%(1 fé\/ﬁ)
f(é) = =a R
P - (1-3v)
and

()] _Le(g—m)z(—72(4)2\/ﬁ+584(4)’-’+72\/ﬁ(g—\/ﬁ)é—sszl(9—\/%)‘5—59134%%57\/%@42)
e\ li=g — 5329 (~9+v73) (~at+(9-vT3)")” '

4. Rates of change and dominant terms. Note that the following analysis of the rates of change,
dominant terms, slopes of and distances between filars is similar to arguments presented in [4], in which
the fractal-like multifilar phenomenon was first discovered.

For various fixed values of t € (0, %), our experiments show that both function Fy(t) and its partial

derivative Fy(t) are rapidly decreasing as ¢ grows. In fact, we observe that Fy (%) < C1107¢ and

[F}(t)],_1 < C2107* for some positive constants C; and C,. It is reasonable to assume that on the
-9

other hand, m, does not grow as fast as C'10¢ for some positive constant C' as ¢ increases.

As a result, the contribution of the quadratic terms of Fj (é) in (3.15) is insignificant and ¢ = 3 is
the dominant term in the infinite sums in (3.14) and (3.15). Recall our observation that each filar, where
each graph has mg triangles, is made up of sub-filars. Each of these sub-flars consists of graphs that have
exactly my rectangles, with my = 0 for the left-most sub-filar and my increases by 1 from one sub-filar
to the next sub-filar to the right. Consequently, the lower endpoint of each filar is most likely to contain
a graph that has mg triangles and zero rectangles. Therefore, from (3.14) and (3.15), with t = %, we can
approximate the coordinates for the lower end point of each filar with graphs possessing mg triangles by:

2
wu(ms) = 1.0395 + ngFg (1), and (4.1)
> 2 N ,
o?(ms3) = 0.0433 + ng,Fg(g) + g | yms [F3(t)]t:é
4.1580
——y s G). (4.2)

Consequently, let k& € [0,00), then the line (see Figure 4.1) that goes through the lower end points of
filars can be approximated by the parametric line (xz(k),y(k)), where

x(k) = 1.0395 4+ kF3(%) ~ 1.0395 4 0.0047k, (4.3)

1
y(k) = 0.0433 + k (Fg(t) + 5 [F5(t)],—y — 2.0790F; (;)) ~ 0.0433 + 0.0103k. (4.4)

-1
-9
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F1G. 4.1. Mean-Variance (trace of resolvent) plot for 14-vertex cubic graphs

The slope of the line parametrically described by (4.3) and (4.4) (and represented by the black line in
Figure 4.1) is 0.0103/0.0047 = 2.1901, which is close to the experimental value of 2.04 for cubic graphs
of 14 vertices.

The observation that ¢ = 3 is is the dominant term in the infinite sums in (3.14) and (3.15) also explains
why in the fractal-like structure in Figure 3.1 if two cubic graphs have the same number of triangles,
then they belong to the same filar. Similarly, we can explain the membership of sub-filars of various
levels. Each filar, where all graphs have mg triangles, can be approximated (see Figure 4.2) by a line
parametrically defined as follows:

2

2
= 1.0395 + N0.0047m3 -+ 0.0007s, (4.5)

2 1
y(s) = 0.0433 + =g (Fs(é) + 5 [F5(®)]=y — 2.0790F (é))
1

v (P + g IFL(O)L — 2019073 3))

2
= 0.0433 + NO.OlO?)mg + 0.0023s. (4.6)

The slope of each filar is approximately:

Fu(}) + 5 [Fi(0)],y — 20790F (3)
F4(§)

which is independent of the graph size N. Consider two consecutive filars, consisting of graphs containing

exactly mél) and mgz) triangles respectively. Then the line approximating the first filar is parametrically

7
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defined by:
2
Z(s1) = 1.0395 + ﬁ0.0047mgl) + 0.0007s1,
2
g(s1) = 0.0433 + N0.0103mgl) + 0.0023s1,
and the line approximating the second filar is parametrically defined by:
2
Z(s2) = 1.0395 + N0.0047mg2) + 0.0007sg2,
2
(s2) = 0.0433 + N0.0103m§2) +0.0023s,

In order to find out the horizontal distance between two filars approximated by the parametric lines
(Z(s1),9(s2)) and (&(s1),J(s2)), firstly, we need to find out s; and ss such that g(s;) = g(s2):

2 2
0.0433 + N0.0103m§1) +0.0023s; = 0.0433 + N0.0103m§2) +0.0023s5

s1 = s + 0.0206

Then the horizontal distance between the two aforementioned filars is:

@ M)
i(s2) — 7 | 52+ 0.0206%

@ _ ()
2 2
- N0.0047m§2) +0.0007s5 — NO.OO47m§) — 0.0007 <52 + 0.0206>

Hence, the horizontal distance between two consecutive filars decreases as the graph size N increases, so
the filars are closer to each other as the graphs get larger.
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5. Self-replicating Structure and Hamiltonicity. Due to the interest in the Hamiltonian cycle
problem, we reconstruct the variance-versus-mean plot in Figure 3.1, but distinguish between Hamiltonian
and non-Hamiltonian graphs. Each pair of coordinates (pa(5),0%(4)) of a 14-vertex cubic graph is a
dot on this reconstructed plot (see Figure 5.1) if the graph is Hamiltonian, and a cross if the graph is

non-Hamiltonian.

0.056
+
0.054 n i
#
.
L o+ i
0.052 .o
e
+ f*
0.05} &, .
FL

o%(A,1/9)
N
N

0.048 + . i

0.046 / 1
/' ’
0.044f 1

0.042 L L L L L L L L L
1.0395 1.04 1.0405 1.041 1.0415 1.042 1.0425 1.043 1.0435 1.044
H(A,1/9)

Fia. 5.1. Mean-Variance plot for 14-vertex cubic graphs and Hamiltonicity.

Two graphs are cospectral if they share the same spectrum, and are non-cospectral otherwise. There are
no cospectral cubic graphs with fewer than 14 vertices, and there are at least three pairs of cospectral
cubic graphs on 14 vertices [7]. Therefore, there are three pairs of graphs of which the coordinates in
the above plot are the same. However, as these three pairs are all Hamiltonian graphs, their cospectral
property does not affect our observation on the fractal-like multifilar structure and Hamiltonicity.

Glancing at the plot in Figure 5.1, it is easy to think that while the majority of non-Hamiltonian graphs
are located in the top and bottom parts of filars, some of them are mixed amongst dots representing
Hamiltonian graphs. However, if we zoom in on the innermost® sub-filars, we will find that all non-
Hamiltonian graphs are strictly at the top and the bottom of these sub-filars, and there is no mixing
between Hamiltonian and non-Hamiltonian graphs. While it is not practical to show all plots which zoom
in on the innermost sub-filars, we present here one of these zooming-in plots (see Figure 5.2) to illustrate
our observation. All crosses that can be seen clearly in this plot are either at the top or the bottom of
their sub-filars.

We have not yet been able to explain why the absence of Hamiltonian cycles make non-Hamiltonian graphs
gather around the top and the bottom of their innermost sub-filars. However, we have experimentally
found the answer as to which non-Hamiltonian graphs are at the higher end while the rest are at the lower.

Briefly, non-Hamiltonian graphs that are located at the top of their sub-filars are bridge graphs. A bridge
graph is a graph that contains at least one bridge, that is, an edge the removal of which disconnects
the graph. Section 57 in [9] contains a very natural theorem which states that all bridge graphs are

IWhen we can no longer zoom in on a filar to obtain a similar structure made up of smaller filars, we are at the innermost
sub-filars.
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non-Hamiltonian. These graphs can be identified in polynomial time; hence, we refer to them as easy
non-Hamiltonian graphs. A non-Hamiltonian graph that is not an easy non-Hamiltonian graph is a hard
non-Hamiltonian graph. The latter group are found to be at the bottom of their sub-filars. These
hard non-Hamiltonian graphs constitute the underlying difficulty of the NP-hard complexity to the
Hamiltonian cycle problem. For example, Figure 5.3 shows the plot of coordinates (ua(§),0% (5)) for
10-vertex (connected) cubic graphs, of which there are 19, including 17 Hamiltonian ones.
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One non-Hamiltonian graph is a bridge graph (see Figure 5.4), represented by the cross at the top right
10



of the plot. The other non-Hamiltonian graph is the well-known Petersen graph (see Figure 5.5), which
is not a bridge graph and is represented by the cross at the bottom left of the same plot.

> W

FiG. 5.4. The only cubic bridge graph of size 10. F1G. 5.5. Petersen graph.

It would be interesting to obtain a theoretical justification of this observation.
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