
Stat 521 HW9 Fall 2012 Due November 9, 2012

Required Part:

0. Read §4h The General Problem of Least Squares with Two Sets of Parameters.

1. Consider a linear model

Y = Xβ + ϵ ∼ Nn(Xβ, σ2In),

where X is n×m with R(X) = r < m ≤ n.

(a) Let W = {z ∈ Rn | E(z′Y ) = 0 for all β}. Show that W is a linear subspace with
dimension n− r.

(b) Let {z1, . . . , zn−r} be an orthonormal basis for W . Show that

R2
0 = min

β
(Y −Xβ)′(Y −Xβ) =

n−r∑
i=1

(z′iY )2.

(c) Use the result in (b) to construct an unbiased estimator for σ2 as a function of
z′1Y, . . . , z

′
n−rY .

(d) Suppose Y = (Y1, . . . , Yn)
′ with E(Y1) = E(Y2). Let

p′β̂ = b1Y1 + b2Y2 + · · ·+ bnYn

is the BLUE of an estimable function p′β, show that b1 = b2.

2. Consider a linear model

Y = Xβ + ϵ ∼ Nn(Xβ, σ2Σ),

where X is n×m and Σ is n× n. Suppose R(Σ) = k < n.

(a) Show that there are n − k linearly independent vectors w1, . . . , wn−k in Rn such
that

P (w′
iY = w′

iXβ) = 1 for each i = 1, . . . , n− k.

(b) Show that there exists an n× k matrix H of rank k such that

Z = H ′Y ∼ Nk(H
′Xβ, σ2Ik).

3. Let {Yij, i = 1, . . . , p; j = 1, . . . , q} be independent random variables such that
E(Yij) = 0 and V (Yij) = σ2. Show that

E

[
p∑

i=1

q∑
j=1

(
Yij − Ȳi• − Ȳ•j + Ȳ••

)2]
= (p− 1)(q − 1)σ2,

where Ȳi• =
∑q

j=1 Yij/q, Ȳ•j =
∑p

i=1 Yij/p, Ȳ•• =
∑p

i=1

∑q
j=1 Yij/(pq).


